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1. Overview

The 3GPP IVAS (Immersive Voice and Audio Services) codec is a next-generation audio coding standard developed by 3GPP to enable high-quality, immersive voice and audio experiences over mobile networks. Designed to support advanced use cases such as immersive real-time conversational telephony, XR communication, streaming and messaging. More information about the IVAS codec is available at 3GPP TS 26.250: General overview of IVAS codec.
The WebCodecs API provides access to codecs that are already in the browser via a simple API consisting of configure(), encode() and decode() calls. The API provides for easy integration of codecs, however, there exist some gaps with regards to the integration of audio metadata of an immersive codec like IVAS.


2. Questions on WebCodecs API

IVAS codec is designed to handle multiple spatial input formats (Multi-channel / Objects / Ambisonics / Parametric (Metadata Assisted Spatial Audio, MASA)) and the IVAS decoder integrates a renderer which is capable of rendering to various output formats like binaural and loud-speaker layouts. Time aligned metadata serves a critical function in both the encoder and decoder. In IVAS Encoder, time aligned metadata is needed for encoding object-based audio, MASA and for the combinationcombined formats. Similarly, IVAS Decoder can ingest a head orientation sensor metadata to render a fully immersive head-tracked binaural audio experience. The decoder may also need to manage Processing Information metadata when available in an RTP payload to configure the rendering.
AudioDecoder Interface
· Currently the configure() API defines AudioDecoderConfig to only allow for the description field, a sequence of codec specific bytes, which commonly maps to the initial one -time setup of various codecs (e.g. Audio Specific Config in AAC, header/codebook data in Vorbis, etc). However, it does not provide a mechanism for any run-time controls for the decoder (e.g. an output format to configure decoded output). The AudioEncoder interface allows for codec-specific extensions to AudioEncoderConfig as a dictionary of configurations, while AudioDecoderConfig doesn’t. 
Question: What is the correct way to implement run-time controls like the output format (e.g., BINAURAL, Stereo (2.0), 5.1.2, 7.1.4) in the decoder?

· Time -varying metadata input for the decoder, either from the device sensors (e.g. user head orientation) or with out-of-band signalling (e.g. from RTP / Media Container), may be needed for the proper integration of IVAS’s immersive features, however currently there is no direct way to provide this to the decode() API. 
Questions: How can time -aligned codec-specific metadata be injected into the decode() call without adding multiple configure() calls per frame?  If multiple configure() calls are used per frame, would the configure and decode calls be synchronously processed?

· A decoder might need to produce additional time -aligned codec-specific metadata (e.g. object metadata) as output when an external rendering is desired. Currently the AudioDataOutputCallback only allows for an AudioData interface, but there is no way for the decode() API to produce any additional metadata output. This contrasts with the EncodedAudioChunkOutputCallback which implements an optional the EncodedAudioChunkMetadata field. 
Question: How can the AudioDecoder interface provide time -aligned metadata and PCM audio output?

AudioEncoder Interface
· Unlike the decoder, the encoder configure() API allows for codec-specific extensions to AudioEncoderConfig, however, for certain immersive formats like object-based audio or MASA, the encoder requires additional time varying metadata that is time-aligned with the input audio. 
Question: How can such metadata input be injected into the Audio Encoder in a synchronous manner to ensure time-aligned application within the encoder?

3. Actions for W3C

· 3GPP SA4 kindly asks W3C Media working Group to review the above questions and provide feedback, including potential extensions to the current API to enable IVAS Codec registration. Furthermore, 3GPP SA4 would like to know if W3C could perform the registration process on behalf of 3GPP.
· Furthermore, 3GPP SA4 would like to know if W3C could perform the registration process of 3GPP codecs on behalf of 3GPP.

4. Dates of next 3GPP SA4 meetings:

· SA4#135	9-13 February 2026, India
· SA4#136	11-15 May 2026, Montreal, Canada


	
	
	



