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CHANGE 1
[bookmark: _Toc152693225][bookmark: _Toc156489407][bookmark: _Toc156814069][bookmark: _Toc157153270][bookmark: _Toc217341280]5.3.2.5.4	Cross-talk detection based on the GCC-PHAT
In this clause, the deterministic method of detecting interfering talkers and therefore to switch from the parametric DFT stereo encoding to the individual encoding of the stereo channels with TD-stereo is described. 
For the transmission of stereo speech signals captured with two microphones with a certain distance between them when low bitrate is required, DFT stereo as a parametric stereo technique described in 5.3.2.4 is more suitable.
For the case where we have two or more talkers around this microphone setup and more than one talker is talking simultaneously during the same time period a parametric stereo system performs adequately for most situations. However, there are some special cases where the parametric model fails to reproduce the stereo image and deliver intelligible speech output for interfering talker scenarios. That happens when each of the two talkers are captured with a different ITD (Inter-channel Time Difference), the ITD values are large (large distance between the microphones) and the talkers are sitting in opposite positions around the microphone setup axis. 
On the other hand, in a parametric stereo scheme like DFT stereo described in clause 5.3.2.4 some parameters are extracted to reproduce the spatial stereo scene, and the stereo signal is deduced to a single-channel downmix that is further coded. In the case of interfering talkers, the downmix signal would be coded with ACELP as described in 5.2.2.3.2.1. However, such coding schemes are source-filter models of speech production, designed to represent single talker speech. For interfering talkers, it may be that the assumption of the underlying core coding model is not being fulfilled and perceptual quality is degraded.
For these particular cases discrete coding of the two stereo channels is preferred for best performance and therefore the stereo classifier switches to the TD stereo coding mode where discrete coding of the two channels is possible as described in 5.3.2.3.
In this clause the critical case is described when the two talkers have different ITD parameters and the difference between the two ITDs is larger than a predetermined threshold.
The stereo classifier utilizes the existing ITD estimator described in 5.3.2.4.4 which is based on the GCC-PHAT (Generalized Cross-Correlation Phase Transform) to determine, whether there is a single dominant source or two dominant sources. For two dominant sources, the encoding parameters, namely the ITD of these sources should differ by a significant margin. The basic principle of such an estimator is to detect a peak in the GCC-PHAT and this peak determinescorresponds to the ITD parameter of the stereo signal. However, when two talkers are speaking at the same time and they have two different ITD parameters, there are typically two peaks in the GCC-PHAT as can be seen in an example in Figure 5.3‑35. The logic is then to determine whether: 
-	there is a single dominant peak which corresponds to a single source and which would imply remaining in the parametric coding mode of the DFT stereo 
-	or two peaks and corresponding ITD encoding parameters of two dominant sources far from each other, at least by a predetermined distance, in the GCC-PHAT which would imply switching to the TD-stereo mode. 

[image: A graph of a graph
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[bookmark: _Ref150109901][bookmark: _Ref156374066]Figure 5.3‑35: Example of the GCC-PHAT at a single frame with overlapping talkers
The algorithm is described in the following steps:
-	Codec operates by default in DFT stereo mode
-	Compute the GCC-PHAT of the stereo signal using a smoothed version of the cross-spectrum as described in 5.3.2.4.4 and equation (5.3-104).
-	Estimate the dominant peak  of the GCC-PHAT. This should correspond to the maximum of the absolute value of the GCC-PHAT. But it can also be different if some hysteresis is applied from the hangover mechanism described in clause 5.3.2.4.4.4to have a more stable ITD estimation.
-	Determine whether there is a single dominant sourcepeak or multiple sources, by selecting a portion of the GCC-PHAT which is far from the main peak: the distance between the main peak and the border of the portion is above a predetermined threshold. The threshold is bitrate-dependent due to the fact that starting from 32 kbps, DFT stereo operates with residual coding, which to some extent cans still accommodate coding of cross-talk segments. The threshold is defined as follows in Table 5.3‑11.
[bookmark: _Ref150115384]Table 5.3‑11: Threshold to enable switching per bitrate
	Total bitrate
	Threshold 

	32 kbps
	16

	24.4 kbps
	8


-	Find a second peak in the selected portion: this is for example the maximum of the absolute value of the GCC-PHAT. The steps to find the second peak are described in the following pseudocode:

    m1 = 0.0f;
    m2 = 0.0f;

    itd2 = 0;

	if ( itd > thr )
    {
        m1 = fabsf( gcc_phat[itd + XTALK_PHAT_LEN] );
        m2 = fabsf( gcc_phat[0] );
        itd2 = -XTALK_PHAT_LEN;
        for ( i = 1; i < XTALK_PHAT_LEN - thr; i++ )
        {
            if ( fabsf( gcc_phat[i] ) > m2 )
            {
                itd2 = -XTALK_PHAT_LEN + i;
                m2 = fabsf( gcc_phat[i] );
            }
        }
    }
    else if ( itd < -thr )
    {
        m1 = fabsf( gcc_phat[itd + XTALK_PHAT_LEN] );
        m2 = fabsf( gcc_phat[XTALK_PHAT_LEN + thr + 1] );
        itd2 = thr + 1;
        for ( i = XTALK_PHAT_LEN + thr + 2; i < 2 * XTALK_PHAT_LEN + 1; i++ )
        {
            if ( fabsf( gcc_phat[i] ) > m2 )
            {
                itd2 = -XTALK_PHAT_LEN + i;
                m2 = fabsf( gcc_phat[i] );
            }
        }
    }
where XTALK_PHAT_LEN=200.
If the value of the second peak  is higher of the threshold which is defined as the 80% of the value of the first peak , i.e.:
		
 (5.3-216)
then we can consider that the GCC-PHAT contains two significant peaks and we switch to mode TD stereo. Otherwise, there is only a single significant value of the peak, and we stay in DFT stereo.
Apart from the basic algorithm and the decision based on Equation (‎5.3-216) there are considerations to be made specific to the signal properties. The conditions that need to be additionally evaluated are summarized below: 
Condition 1: check the noise condition, i.e.  to avoid switching on noisy frames, meaning the normalized cross-correlation is rather low and the detected peak may be rather random.
Condition 2: both conditions of Equation (‎5.3-216) and Condition 1 have to be verified on two consecutive frames. This is to avoid switching on unstable signals. This translates to also checking the parameters of the previous frame:
	 and    and    and 	
 (5.3-217)
Condition 3: of two consecutive frames have to be close to each other and their difference has to be below 4 samples. This is to avoid switching frequently on unstable signals, but to switch if the peak is toggling around a certain ITD value. The stability condition is given below:
		
 (5.3-218)
Condition 4: the SAD flag of the previous frame has to be 1 (meaning it is an active signal). This is to avoid switching at an onset of a speech segment, i.e. a first frame after an inactive frame
Condition 5:  changes abruptly from one frame to the next by a big difference. In that case, we don’t need to check for a second peak, we consider that a second speaker started talking and we switch to TD stereo:
	  	
 (5.3-219)
or 
 		
 (5.3-220)
where  is the threshold defined in Table 5.3‑11.

CHANGE 2
5.11.1	Overview
The IVAS codec supports a stereo downmix operation in which a stereo signal is processed through an active stereo downmix process without sending any side (stereo-related) bits. The resulting mono signal is then encoded using the EVS-compatible mono encoder. This operation is supported for all EVS operation modes (incl. AMR-WB interoperable mode), all bitrates, and input sampling rates of 16, 32, and 48 kHz.
This downmix process aims to produce a mono signal for keeping the interoperability with EVS mono coding without
additional delay. Depending on the characteristics of the input signal, one operation mode out of two types of downmix
tools is selected for every frame. One mode is a simple weighted sum of two channels based on phase-only correlation
(clause 5.11.2), and the other is a sum of two channels modified by phase compensation (clause 5.11.3). The mode
selection rule and the handling of mode switching are described in clauses 5.11.4 and 5.11.5, respectively.

CHANGE 3
[bookmark: _Toc166433989][bookmark: _Toc217342217]6.3.2.3.10.2	Side gain recovery after frame loss
During error-free decoding of active frames, the side gain parameter  for band  is decoded as described in 6.3.2.3.3. To improve the error recovery after a frame loss, a prediction memory corruption flag  is maintained. The flag indicates if the parameter memory used for prediction has been corrupted. It is initialized to , and upon reception of a bad frame it is set to . Once a non-predictive decoding of the side gain parameter  (see  in (6.3-15) and (6.3-16) in clause 6.3.2.3.3) is received, the flag is restored to . If  during error free decoding, a representation of the location of the source can be found by low-pass filtering the mean of  according to
		(6.3-103)
where  is the number of DFT stereo bands currently in use for . The side gain parameter  largely controls the level difference, and average side gain can be interpreted as a location of the source. If , the value from the previous frame is used.
		(6.3-104)
When a bad frame is indicated, the side gain parameter from the previous frame is used . If a good frame is received, and after decoding of  it is found that the following two conditions are true
		(6.3-105)
where  denotes inclusive OR, the decoded side gain of the previous frame is used, , replacing the decoded side gain parameters . The condition  indicates that the reconstructed sound source is stable and concentrated to either the left or the right channel in the recently decoded frames. This is a situation which is sensitive to error-propagation and reusing the previously decoded parameters improves the performance in the state of corrupted memory.

CHANGE 4
[bookmark: _Toc149548028][bookmark: _Ref149942694][bookmark: _Toc152693843][bookmark: _Toc156491121][bookmark: _Toc156814892][bookmark: _Toc157154101][bookmark: _Toc217342143][bookmark: _Toc155705699][bookmark: _Toc156491122][bookmark: _Toc156814893][bookmark: _Toc157154102][bookmark: _Toc217342144]7.4.4.3	External reference vector orientation
[bookmark: _Toc149548029][bookmark: MCCQCTEMPBM_00007652]The listener orientation in the IVAS coordinate system is described in clause 7.4.2.2 which defines the vector pforward. The input parameters to the reference vector orientation (identified as HEAD_ORIENT_TRK_REF_VEC) orientation tracking modes are:
-		The absolute position of the listeners head in Cartesian 3D coordinates (plistenerabs).
-		The absolute position of an acoustic reference (prefabs). In case ofFor camera-based head tracking by a UE, i.e., using an optical sensor, where the UE should acts as the acoustic reference or reference front direction, it is this would be the position of the phone in Cartesian 3D coordinates.
-		The absolute head orientation of the listener (rlistenerabs). 



The absolute head orientation (rlistenerabs) can be determined by either
- 	an orientation sensor that is fixed relative to the optical sensor (e.g., a camera), where the optical sensor’s orientation is in an Earth-Fixed coordinate system. This information is used to convert the relative head orientation (e.g., yaw, pitch, roll) of the listener to the absolute head orientation rlistenerabs. 
- 	from external sensors (e.g., built into accessories like headphones) while the positions of the UE (acoustic reference) and the listener’s head are determined using optical sensors.
The position of the UE (acoustic reference, prefabs) and the position of the listener’s head (plistenerabs) are determined using optical sensors. rlistenerabs, plistenerabs, prefabs are substantially independent from the current orientation of the optical sensor.
The position of the listener and the reference must refer to a common coordinate system, e.g., an Earth-fixed coordinate system.
Using the positions of the listeners head and the reference, a vector spanning from the listener's head to the reference position is determined (pacousticfront).
		
 (7.4-7)
[bookmark: MCCQCTEMPBM_00007653]The absolute head orientation of the user must be transformed such that the resulting head orientation (rresult) causes the binaural rendering step, using this processed head orientation, will produce an audio signal, where an audio object with 0-degree azimuth and 0-degree elevation would get rendered in the direction of the reference position. Therefore, this vector from the listeners head to the reference acts as the acoustic front of the system in HEAD_ORIENT_TRK_REF_VEC mode. 
The spatial rendering of the audio signal thus depends on the determined orientation of the user's head.
This shall be be implemented by normalizing pacousticfront and pivasforward: 
		
 (7.4-8)
and
		
 (7.4-9)
And then building the cross product and the dot product of both vectors: 
		
 (7.4-10)

and
		
 (7.4-11)
When the dot product is close to -1 (i.e., dot_product < -0.999999), the two vectors are almost directly opposite to each other. In such cases, the cross product becomes near-zero, leading to an ambiguous rotational axis. To handle this, a predefined quaternion representing a 180-degree rotation is used:
		
 (7.4-12)
Otherwise, the reference rotation quaternion (rrefrot) is calculated as:
[bookmark: _Toc152693844]		
 (7.4-13)
The  part of the quaternion represents the combined magnitudes of the vectors and their dot product. Since the vectors are normalized, the magnitudes are both 1, resulting in:
		
 (7.4-14)
The resulting Quaternion is normalized:
		
 (7.4-15)
The inverse of the resulting normalized reference orientation (rrefrot_norm) shall then be used to rotate the absolute listener orientation:
		
 (7.4-16)
where the  operator denotes quaternion product.
7.4.4.4	External reference levelled vector orientation
[bookmark: MCCQCTEMPBM_00007654][bookmark: MCCQCTEMPBM_00007655]In the reference vector level mode (identified by HEAD_ORIENT_TRK_REF_VEC_LEV) orientation tracking mode, the processing is identical to reference vector mode (identified by HEAD_ORIENT_TRK_REF_VEC) as specified in clause 7.4.4.3, except that the difference in height between the head of the user and the reference is ignored. This is achieved by aligning the up/down axis input values of listener and reference position to the same value. This approach ensures that the centre axis of the virtual audio environment is level with the user`s head.  Therefore, the pacousticfront vector in this orientation tracking mode is defined as: 
		
 (7.4-17)


CHANGE 5
[bookmark: _Toc166433976][bookmark: _Toc217342204][bookmark: _Hlk220565035]7.6.1	Overview
IVAS supports split rendering wherein the process of binaural rendering and headtracking is split between a main device (pre-renderer) and a light-weight head-worn device (post-renderer). The split-rendering architecture in IVAS is such that the complexity at the post-renderer is substantially less than the complexity of the IVAS decoder and renderer. 
There are two architectures of split rendering supported in IVAS. The first architecture, described in Figure 7.6-1, extends IVAS decoder and internal renderer to perform the pre-rendering part of split renderer, whereas the post rendering is done using a separate post-renderer. In the second architecture, described in Figure 7.6-2, the IVAS decoder runs in pass-through mode and the IVAS external renderer is extended to perform the pre-rendering part of split renderer.
Split rendering in IVAS is supported with all immersive input formats and 48 kHz sampling rate. It also supports non-diegetic audio. For configuration of split rendering, a degree of freedom (DOF) may be specified at the main device (pre-renderer), which determines the rotation axes for which pose correction can be performed at the light-weight device (post-renderer). The DOF value specifies the number of axes compensated, and a special value of 0 DOF means no pose correction capability is available at the post-renderer. A combination of diegetic and non-diegetic audio is supported through parallel transmission of diegetic and non-diegetic pre-rendered audio streams to the post rendering device which combines the reconstructed audio signals after decoding and post rendering.
The pre-rendering configuration is further described in clause 7.6.2.


Figure 7.6‑1: Split rendering architecture with IVAS decoder 



Figure 7.6‑2: Split rendering architecture with IVAS external renderer

[bookmark: _Toc166433978][bookmark: _Toc217342206]CHANGE 6
7.6.2.1	Overview
As shown in Figure 7.6-1, the pre-renderer takes IVAS bitstream b1 as input and runs IVAS decoder to generate the immersive audio . The pre-renderer also obtains a reference head Pose , associated with the user of the light-weight device or post-renderer, via a backchannel from post-renderer to pre-renderer. The post-renderer may encode the reference head pose into a pose bitstream , in which case  shall be obtained by decoding . Alternatively, the reference pose can also be a static value (the default is forward-looking pose, with rotations along yaw, pitch and roll axis set to 0 degrees). Once the reference head pose is obtained, a reference binaural signal is generated with the reference head pose  and the default binaural renderer for a given format. Next if pose correction is enabled, one or more binaural pre-renditions are computed with the same default binaural renderer, corresponding to one or more probing head poses  , where  > 1 and  is computed by adding fixed offsets to the reference pose  such that each probing pose differs from the reference pose along one rotation axis only, as described in Table 7.6-1. If pose correction is not enabled, then the additional pre-renditions are not generated.
If the rendering happens in time domain, then all binaural signals are converted to CLDFB domain and the CLDFB domain binaural signals are fed to the metadata computation block, which computes metadata  such that all binaural pre-renditions can be reconstructed using the reference binaural signal and metadata .
The reference binaural signal is either coded with the Low Complexity Low Delay (LCLD) codec or the Low Complexity Communication Codec plus (LC3plus) depending on the default transport codec settings, as described in Table 7.6-2. Alternatively, the codec can be set explicitly via the split rendering interface and either LCLD, LC3plus or PCM can be used with any IVAS immersive input format. The reconstruction metadata M is quantized and coded by the metadata encoder block using the symmetries in probing poses and metadata. The encoded reference binaural signal and encoded metadata are multiplexed to generate the split rendering bitstream  that is transmitted to the post-renderer. 
The reference head pose  is coded in the bitstream  as part of metadata , whereas the offsets to compute probing poses from the reference pose are static and known a priori to both pre-renderer and post-renderer.
For non-diegetic representations, split pre-rendering is done in 0 DOF mode and metadata computation is disabled. The non-diegetic stereo or binaural signal is subsequently coded with LCLD or LC3plus and transmitted to the post-renderer.


Table 7.6‑1: Probing poses configuration
	DOF
	Default Axes
	Total number of probing poses
	Offsets from reference pose {yaw_offset, pitch_offset, roll_offset} in degrees

	0 DOF
	N/A
	0
	N/A

	1 DOF
	Yaw
	2
	{15, 0, 0}, {-15, 0, 0}

	2 DOF
	Yaw, Pitch
	4
	{15, 0, 0}, {-15, 0, 0}, {0, 15, 0}, {0, -15, 0}

	3 DOF, HQMODE OFF
	Yaw, Pitch, Roll
	4
	{15, 0, 0}, {-15, 0, 0}, {0, 10, 0}, {0, 0, 10}

	3 DOF, HQMODE ON
	Yaw, Pitch, Roll
	6
	{15, 0, 0}, {-15, 0, 0}, {0, 15, 0}, {0, -15, 0}, {0, 0, 15}, {0, 0, -15}



Table 7.6‑2: Default split rendering transport codec configuration
	IVAS Renderer domain (CLDFB domain OR Time (TD) domain)
	Default split rendering transport codec

	CLDFB
	LCLD

	TD
	LC3plus

	CLDFB + TD (for combined formats like OSBA and OMASA)
	LCLD



CHANGE 7
[bookmark: _Toc166433990][bookmark: _Toc217342218]7.6.3.2.1	Metadata computation for deviations about Yaw axis
The metadata corresponding to probing poses that deviate only along Yaw axis is computed as follows. First, a transformation matrix  in each metadata band is computed by minimizing the root-mean-square error between the binaural signal  and the binaural signal , wherein  is the binaural signal corresponding to probing pose  and  is the reference binaural signal corresponding to reference pose . This results in the computation of   as follows:
	, 	(7.6-1)
where,  is the 2x2 covariance matrix of the reference binaural signal  corresponding to reference pose ,,  is the 2x2 covariance matrix of the reference binaural signal and the binaural signal corresponding to probing pose   . 

CHANGE 8
[bookmark: _Toc162445076][bookmark: _Toc166434052][bookmark: _Toc217342280]7.6.5.1	Introduction (Informative)
The Low Complexity Communication Codec plus (LC3plus) [28] has been designed as the low complexity counterpart of EVS [2-5REF] in order to make SWB also available on computationally constrained terminals such as VoIP, DECT [30] or wireless headsets. The codec allows perfect interoperability between mobile and other networks by means of transcoding [29][30] and fits complexity wise very well to the requirements of low power embedded devices. Due to the codec's flexible design the applications are not limited to voice services but can be extended to high quality music streaming as well [29]. The LC3plus codec can also be configured to be interoperable with LC3 coding as used in the Basic Audio Profile for Bluetooth Low Energy audio [31].
The application of LC3plus for coding the intermediate split renderer binaural audio format is described in the following clauses.

CHANGE 9 (Note: cf parameter style updated from TH to EX)

[bookmark: _Toc157154190][bookmark: _Toc217328177]A.4.1	IVAS Media Type Registration
The media type for the IVAS codec is to be allocated from the standards tree. This clause defines parameters of the IVAS payload format. This media type registration covers real-time transfer via RTP and non-real-time transfers via stored files. All media type parameters defined in this document shall be supported. 
Media type name: audio
Media subtype name: IVAS
Required parameters: none
Optional parameters:

The parameters defined below apply to RTP transfer only:
ptime:	see [32].
maxptime:	see [32].
dtx/dtx-recv: as defined in Annex A of [3].
max-red:	see [36].
channels:	The number of audio channels shall not be present. 
NOTE:	The use of the channels parameter as defined in [35] does not permit signaling all IVAS Immersive mode coded formats; formats need to be derived from the cf/cf-send/cf-recv parameters.
mono-init:	This parameter defines the mode at the start or update of the session for the direction specified by the session directionality attribute or the suffix. Permissible values are 0 and 1. If mono-init is 0 or not present, IVAS Immersive mode is used and the coded format is defined by the cf parameter. If mono-init is 1, the coded format is the EVS-compatible mono mode of IVAS; depending on the setting of evs-mode-switch, EVS Primary or AMR-WB IO mode is used. The mode initially used in the session may later be modified.
mono-init-send/mono-init-recv: mono-init parameter in send or receive direction.
NOTE:	The evs-mode-switch parameter only applies to the direction for which the ivas-mode-switch parameter is 1.
cmr:	As defined in Annex A of [3] for the EVS Primary and AMRWB-IO modes. For IVAS Immersive modes the bit rate, bandwidth and format requests are disabled when cmr is -1. The bitrate, bandwidth and format requests are enabled when cmr is 0 or the cmr parameter is not present. When cmr is 1 the bit rate requests using the initial E byte shall be present in every packet (but may be NO_REQ); format and bandwidth requests for IVAS Immersive modes are optional when cmr is 1.

The following parameters are applicable only to IVAS Immersive operation:
NOTE:	IVAS computational complexity and memory demands of depend on the setting of the following parameters for source codec bit rate, audio bandwidth, and coded format; in addition, factors beyond the signaling, such as complexity of a specific implementation and the (rendered) output format may be significant.
ibr:	Specifies the range of source codec bitrate for IVAS Immersive mode in the session, in kilobits per second, for the direction specified by the session directionality attribute or the suffix. The ibr parameter can either have: a single bitrate (ibr1); or a hyphen-separated pair of two bitrates (ibr1-ibr2). If a single value is included, this bitrate, ibr1, is used. If a hyphen-separated pair of two bitrates is included, ibr1 and ibr2 are used as the minimum bitrate and the maximum bitrate respectively. ibr1 shall be smaller than ibr2. ibr1 and ibr2 have a value from the set in Table 4.2-2 of the present document. If this parameters is not present and not otherwise specified by ibr-send or ibr-recv, all bitrates consistent with the IVAS codec capabilities are allowed in the session.
ibr-send/ibr-recv: ibr parameter in send or receive direction.
ibw:	Specifies the audio bandwidth for IVAS Immersive modes to be used in the session, for the direction specified by the session directionality attribute or the suffix. ibw has a value from the set: wb, swb, fb, wb-swb, and wb-fb. wb, swb, and fb represent wideband, super-wideband, and fullband respectively, and wb-swb, and wb-fb represent all bandwidths from wideband to super-wideband, and fullband respectively. The bandwidth(s) shall comply with the bitrate(s) and coded format(s) for the session according to Table 4.2-2 of the present document. If this parameter is not present and not otherwise specified by ibw-send or ibw-recv, all bandwidths consistent with the negotiated bitrate(s) are allowed in the session.
ibw-send/ibw-recv: ibw parameter in send or receive direction.
[bookmark: _CRcf][bookmark: _CRTableA_4_11]cf: 	Specifies the IVAS Immersive mode coded-format (cf) transmitted in the IVAS Immersive mode frames in the session. IVAS coded format corresponds to the format represented in the IVAS Immersive mode coded frames, which is generally the input format to the encoder. The cf parameter is a list of supported comma-separated IVAS Immersive mode coded formats in the order of preference, using the identifiers from Table A.4.1-1 of the present document (column "Identifier"). Selection of the format is application-specific and out of scope of this document. EVS frames in the session are in mono format; switching to mono shall be possible.
For SR format, the following applies: While the formats offered by the offererer may be a list containing SR and other formats, the answer shall either exclusively contain SR or a set of the other offered formats excluding SR. A combination of SR with other formats is not permissible.
Table A.4.1-1: IVAS coded-format
	Identifier
	Full Name
	Clause

	Stereo
	Stereo Operation
	4.2.3

	SBA
	Scene-based Audio (SBA, Ambisonics) Operation
	4.2.4

	MASA
	Metadata-assisted Spatial Audio (MASA) Operation
	4.2.5

	ISM
	Objects (Independent Streams with Metadata, ISM) Operation
	4.2.6

	MC
	Multi-Channel (MC) Operation
	4.2.7

	OMASA
	Combined Objects and MASA (OMASA) Operation
	4.2.9

	OSBA
	Combined Objects and SBA (OSBA) Operation
	4.2.8

	SR
	Split rendering Operation
	7.6



Mono is not listed as an IVAS Immersive mode coded-format as EVS is always supported and shall be used for mono.
NOTE:	IVAS payloads are self-contained for all IVAS coded formats except SR and mono, i.e., they require no additional signaling for decoding than the payload size.

END OF CHANGES
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