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[bookmark: _Toc63784936]CHANGE #1

[bookmark: _Toc152694527]3.1	Terms
For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Frame of Reference: an abstract coordinate system whose origin, orientation, and scale are specified by a set of reference points 
Reference Points: geometric points whose position is identified both mathematically and physically.
Swapchain: a queue of images shared between the XR Application and the XR Runtime
XR Application: application running on an XR Device which offers an XR experience based on an XR Runtime
XR Device: a device capable of offering an XR experience.
XR Runtime: Set of functions provided by the XR Device to the XR Application in order to create XR experiences.
XR Runtime API: the API to communicate with an XR Runtime
XR Session: an application’s intention to present XR content to the user.
XR System: a collection of resources and capabilities from the XR Runtime exposed to the XR Application for the duration of the XR Session.
XR View: a rendered view of the scene generated by the XR Application and passed on to the XR Runtime during a running XR Session
XR Space: A frame of reference with a known relationship with the real world
Warping: correcting the rendered image based on the latest head pose estimation

CHANGE #2
[bookmark: _Toc152694537]4.2	Media pipelines and rendering loop 
[Editor’s note: Description of the pipelines, sensors, AR runtime, decoders… identify for what entities capabilities are defined]
[bookmark: _Toc134709882][bookmark: _Toc152694538]4.2.1	General
In the context of this specification, media to be rendered and displayed by the XR Device through the XR Runtime is typically available in an compressed form on the device. In contrast, mMedia is accessed using a 5G System, decoded in the device using media capabilities, and then the decoded media is rendered to then be provided through swapchains to the XR Runtime as shown in Figure 4.2.1-1. 
[image: A diagram of a process

Description automatically generated]
Figure 4.2.1-1 Media pipelines: Access, decoding and rendering
The rendering function is responsible to adapt the content to be presentable by the XR Runtime by making use of a rendering loop and using swapchains. The application configures pipeline of different processes, namely the media access, the decoding and the rendering. The static information describing the current rendering session need to be provided to the rendering step needs in order to be sufficient to configure the number of composition layers as well as each composition layer appropriately including:
-	View configuration
-	Blend modes 
-	XR spaces 
-	swap chain formats and images
-	projection layer types
[Frame rates: https://registry.khronos.org/OpenXR/specs/1.0/html/xrspec.html#XR_FB_display_refresh_rate
Rendering supported by the XR runtime
-	Visual
-	Audio]
[bookmark: _Toc134709883][bookmark: _Toc152694539]4.2.2	Basic media pipeline
[Single media type
Access & Media decoder + Metadata + Render pose + Display time -> Swap Chain -> XR Runtime Composition (+ time warping), SEI Messages
Rendering is Conversion to RGB]
[bookmark: _Toc134709884][bookmark: _Toc152694540]4.2.3	Advanced media pipelines
[Multiple decoders, VDI 
Composition of multiple layers
Advanced Rendering (GPU Supported) – Scene Rendering (3D Rendering): 
-	Scene (Media decoder + Metadata) -> Vulkan API -> GPU + render pose è->Swap Chain -> XR Runtime Composition
Optional and mandatory formats – XR Runtime API supports capability query.]
[bookmark: _Toc134709885][bookmark: _Toc152694541]4.2.4	Rendering capabilities
[To be defined]
[bookmark: _Toc134709886][bookmark: _Toc152694542]4.3	Application and service provider view
[Usage of Capabilities in different delivery environments]
[bookmark: _Toc134709887][bookmark: _Toc152694543]4.4	Structure of the specification
[Ed note: how to read this spec]
[ET: Probably arriving too late, before clause 4?]

CHANGE #3
[bookmark: _Toc156856157][bookmark: _Toc156856820][bookmark: _Toc152694549]6.1	XR system capabilities
The XR Runtime comprises functions and hardware components present on the XR Device. However, those functions and hardware components are not directly exposed to the XR Application. Instead, the XR Runtime offers its functions and hardware components via an XR System. A single XR Runtime may expose more than one XR Systems for targeting different purposes, e.g., a handheld device may have two XR Systems, one when the user holds the device and one when the device is inserted into an HMD. At the start of the XR Application, the XR Application is expected to query what XR Systems are available on the XR Device and select one of them to create the XR Session.
Table 6.1-1 provides capabilities for XR Runtimes exposed through an XR System. This table does not prescribe support for any specific capabilities of an XR device as defined in clause 4.3. The support of XR System capabilities is defined per device category in clause 10. A mapping of these high-level capabilities to XR frameworks are provided in Annex B.
Table 6.1-1	XR System capabilities
	Capability
	Description
	Parameters
	Value type
	Parameter definitions

	Create a XR System
	An application can create a XR System from an XR Runtime.
	xrSystemIdentifier
	integer
	Identifier of a given XR System exposed by a XR Runtime.

	Query XR System’s graphics properties
	An application can query an XR System about its graphics capabilities.
	swapchainSupported
	boolean
	Indicates whether the XR System supports the swapchains.

	
	
	maxSwapchainImageHeight 
	integer
	The maximum swapchain image pixel height supported by this XR system.

	
	
	maxSwapchainImageWidth 
	integer
	The maximum swapchain image pixel height supported by this XR system.

	
	
	maxLayerCount
	integer
	The maximum number of composition layers supported by this XR system

	Query XR System’s tracking properties
	An application can query an XR System on the tracking capabilities.
	orientationTracking
	boolean
	Indicates whether the XR System supports orientational tracking of the view pose(s), or not.

	
	
	positionTracking
	boolean
	Indicates whether the XR system supports positional tracking of the view pose(s),

	Enumerate XR System’s  supported environment blend modes
	An application can query an XR System about its supported environment blend modes, see clause [xxx].
	blendMode
	['opaque', 'additive', 'alpha_blend']
	Indicates the type of blend mode supported by the XR System.
The value 'opaque' relates to the opaque blend mode, the value 'additive' to the additive blend mode and 'alpha_blend' to the alpha blend mode.

	Enumarate supported view configuration types
	An application can query an XR System about the its supported primary view configurations.
	viewConfigurationPrimary
	['monoscopic', 'stereoscopic', 'other']
	Indicates the type of primary view configuration of the XR System.
The value 'monoscopic' relates to a single view, the value 'stereoscopic' to the left and right-eye views and 'other' to a type undefined in the scope of this specification.

	Enumerate the view configuration properties
	An application can list the properties associated with different view configurations advertised by an XR System.
	recommendedImageRectWidth
	integer
	The optimal width of imageRect to use when rendering this view into a swapchain.

	
	
	maxImageRectWidth
	integer
	The maximum width of imageRect supported when rendering this view into a swapchain.

	
	
	recommendedImageRectHeight
	integer
	The optimal height of imageRect to use when rendering this view into a swapchain

	
	
	maxImageRectHeight
	integer
	The maximum height of imageRect supported when rendering this view into a swapchain.

	
	
	recommendedSwapchainSampleCount
	integer
	The recommended number of sub-data element samples to create for each swapchain image that will be rendered into for this view.

	
	
	maxSwapchainSampleCount
	integer
	The maximum number of sub-data element samples supported for swapchain images that will be rendered into for this view.

	Enumerate reference space types
	An application can query an XR System about the supported reference space types, described in [xxx].
	referenceSpaceView 
	['view', 'local', 'stage', 'unbounded', 'user_defined']
	Indicates the type of reference spaces supported by the XR System.
The value 'view' relates to view reference space, the value 'local' to the local reference space, the value 'stage' to the stage reference space, the value 'unbounded'.

	Query the spatial range boundaries
	An application can query the spatial ranges in which an XR experience may be rendered.
	2DSpatialRangeBoundaries
	tbdrectangle
	Provides the rectangle centered on the origin of a given reference space in which the user can freely move.

	Enumerate swapchain image formats
	An application can query the swapchain image formats supported by an XR System.
	swapchainImageFormatIdentifier
	enumeration
	Provides an identifier of a swapchain image format that the XR System supports.

	Enumerate swapchain images
	An application can list the swapchain images allocated to a swapchain.
	numberSwapchainImages
	enumeration
	Provides the number of images allocated for a given swapchain.

	
	
	swapchainImages
	object
	Provide the implementation-specific swapchain image objects for a given swapchain.

	Enumerate composition layer type
	An application can list the composition layer types supported by an XR System.
	compositionLayerProjection
	['projection', 'quad', 'cylinder', 'cube', 'equirectangular', 'depth']
	Indicates the type of composition layers supported by the XR Systems supports.
The value 'projection' represents planar projected images, one rendered for each eye using a perspective projection.
The value 'quad' represents quad composition layers which are useful for rendering user interface elements or 2D content on a planar area in the world.
The value 'cylinder' represents cylinder composition layers which maps the texture onto the inside of a cylinder section.
The value 'cube' represents cube composition layer which consists of a cube map with six views to be rendered by the application.
The value 'equirectangular' represents equirectangular composition layers which consists of an equirectangular image that is mapped onto the inside of a sphere in the world.
The value 'depth' represents depth composition layers which allows submitting depth maps as an extra composition layer to be used by the XR Runtime for pose correction.



[Editor’s note: Add a table of capabilities of the XR Runtime and what is expected to be available and what is optional needs to be queried.
Basic concept of specification:
-	Capability query
-	[Editor’s note: Description of the pipelines, sensors, AR runtime, decoders… identify for what entities capabilities are defined]
Collected Requirements]

CHANGE #4
[bookmark: _Toc130832417][bookmark: _Toc132137251][bookmark: _Toc134709899][bookmark: _Toc152694557][bookmark: _Toc156856160][bookmark: _Toc156856823]7.1.1	Single decoder instance
The following video decoding capabilities are defined:
-	AVC-FullHD-Dec: the capability to decode H.264 (AVC) Progressive High Profile Level 4.0 [7] bitstreams.
-	AVC-UHD-Dec: the capability to decode H.264 (AVC) Progressive High Profile Level 5.1 [7] bitstreams with the following additional requirements:
-	the maximum VCL Bit Rate is constrained to be 120 Mbps with cpbBrVclFactor and cpbBrNalFactor being fixed to be 1250 and 1500, respectively; and,
-	the bitstream does not contain more than 10 slices per picture.
-	AVC-8K-Dec: the capability to decode H.264 (AVC) Progressive High Profile Level 6.1 [7] bitstreams [TBD: possible additional requirements]
[Editor’s note: not present in TS 26.511]..
-	HEVC-FullHD-Dec: the capability to decode H.265 (HEVC) Main10 Profile, Main Tier, Level 4.1 [8] bitstreams that have general_progressive_source_flag equal to 1, general interlaced_source_flag equal to 0, general_non_packed_constraint_flag equal to 1 and general_frame_only_constraint_flag equal to 1.
-	HEVC-UHD-Dec: the capability to decode H.265 (HEVC) Main10 Profile, Main Tier, Level 5.1 [8] bitstreams that have general_progressive_source_flag equal to 1, general interlaced_source_flag equal to 0, general_non_packed_constraint_flag equal to 1 and general_frame_only_constraint_flag equal to 1.
-	HEVC-8K-Dec: the capability to decode H.265 (HEVC) Main10 Profile, Main Tier, Level 6.1 [8] bitstreams that have general_progressive_source_flag equal to 1, general interlaced_source_flag equal to 0, general_non_packed_constraint_flag equal to 1, and general_frame_only_constraint_flag equal to 1 with the following additional requirements:
-	the bitstream does not exceed the maximum luma picture size in samples of 33,554,432; and,
[bookmark: _Toc130832419][bookmark: _Toc132137253][bookmark: _Toc134709900][bookmark: _Toc152694558][bookmark: _Toc156856161][bookmark: _Toc156856824]-     the maximum VCL Bit Rate is constrained to be 80 Mbps with CpbVclFactor and CpbNalFactor being fixed to be 1000 and 1100, respectively.
CHANGE #5

[bookmark: _Toc152694586][bookmark: _Toc156856177][bookmark: _Toc156856840]10.2.5	Scene Description capabilities support
A device of type 1 should support glTF-based scene description as defined in clause 7.3.2. 
If gltf-based scene description is supported, the following requirements and recommendation hold:
-	The SD-Rendering-gltf-Core capabilities should be supported.
TBD

CHANGE #6
[bookmark: _Toc152694605]Annex A (informative/normative):
KPIs for AR/MR
[bookmark: _Toc152694606]A.1	Introduction
[Editor’s note: related WID objectives
Identify which QoE metrics from VR QoE metrics can be reused or enhanced for AR media (e.g., resolution per eye, Field of view (FOV), round-trip interaction delay, etc.) and define relevant KPIs that are dedicated to AR/MR
Specify additional relevant KPIs and simple QoE Metrics for AR media]


END OF CHANGES
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