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Start of changes
6.7  3	Existing optimization and compression tools for AI/ML models
6.73.1 	AIMET library
Qualcomm has recently released the AI Model Efficiency Toolkit (AIMET). AIMET is a library that provides advanced model quantization and compression techniques for trained neural network models. The library focuses on unilateral (sender-only) techniques that do not require any decoding on the receiver side. 
The following fFigure 6.3.1-1 depicts the concept of the AIMET library.

Figure 6.3.1-1: Concept of the AIMET library
The library is designed to work with trained PyTorch and Tensorflow/Keras models and can automate the optimization without significant loss in accuracy. The library supports advanced quantization and compression techniques that contribute to faster inference and lower memory footprint. 
The following python code shows how the library may be used to compress a trained DNN:
	from aimet_torch.compress import ModelCompressor
ssvd_compressed_model, ssvd_comp_stats = ModelCompressor.compress_model(model=model,                                                                        	eval_callback=eval_callback,                                                                        	eval_iterations=1,                                                                        	input_shape=(1, 3, 224, 224),                                                                        	compress_scheme=CompressionScheme.spatial_svd,                                                                        	cost_metric=CostMetric.mac, 	
       parameters=params)
print(ssvd_comp_stats)



The source code may be found in [7].

6.73.2		MPEG NNC
Available tools for compression with the NNC standard are MPEG’s reference software NCTM (neural network compression test model) and Fraunhofer’s NNCodec (neural network encoder/decoder).
6.73.2.1	NNC use cases and validation results provided by MPEG WG4
Table 6.73.2.1-1 shows examples of AI/ML model distribution using MPEG’s NNC standard. These results have been reported by MPEG for the verification of NNC in different use cases [26].   Compression rates are given in percent of the original models at working points that have approximately the same performance as the original models (transparent performance). More detailed information on the different applications can be found in the documents referenced in [26].


	Application
	Model / layer types 
	Datasets
	Metrics
	Codec
	Compression rate at transparent performance

	Image super-resolution
	SWINv2 (Vision transformers)
	DIV2K
	PSNR, SSIM, LPIPS
	NNCodec
	9-15%

	Image super-resolution
	EDSR (2D convolutions)
	DIV2K
	PSNR, SSIM, LPIPS
	NNCodec
	15% 

	Image restoration
	NAFNet (2D convolutions)
	GoPro
	PSNR
	NNCodec
	18% 

	Learned quality metric (LPIPS)
	AlexNet backbone (2D convolutions, fully connected)
	DIV2K
	LPIPS score
	NNCodec
	9%

	Image Compression
	Autoencoder, 2D convolutions
	CIFAR100

	PSNR, SSIM
	NCTM
	17%

	INVR (NERFs )
	DyNERF, MixVoxels
	CBABasketball, Mirror
	PSNR
	NCTM
	10-20% 

	Point cloud compression
	GRASP-Net (3D convolutions)
	MPEG test sequences
	D1/D2 PSNR
	NNCodec
	20%

	Visual object classification 
	VGG16, ResNet50, MobileNet v2 (2D convolutions, pooling, batch-normalisation, fully connected)
	ImageNet
	top-1, top-5
	NCTM
	3-12%

	Visual object classification
	SWIN  (vision transformers)
	MS COCO
	top-1
	NNCodec
	10-12%

	Object detection
	SWIN (vision transformers)
	ImageNet1K
	mAP
	NNCodec
	16% 

	Object detection 
	Yolo v3 (2D convolutions, pooling, batch-normalisation, fully connected)
	MS COCO
	F1
	NCTM
	10% 

	Acoustic scene classification
	convolutions, fully connected
	DCASE 2017 Task1 
	classification accuracy
	NCTM
	4%

	Recommender system
	Custom (feature embedding, fully connected) 
	MovieLens
	top-100
	NNCodec
	2-4% 

	Adaptive bitrate selection using reinforcement learning
	Pensieve (convolutions, fully connected)
	Pensive-Pytorch
	average reward
	NCTM
	20% 

	NLP
	BERT (transformer encoders)
	SQuAD
	F1
	NCTM
	15% 



Table 6.73.2.1-1: Application and verification of NNC in different use cases as reported by MPEG [26]. 

In summary, MPEG reports that some models can be compressed to 2% to 20% at transparent performance. According to [26], even greater bit rate reductions are possible when tolerating small performance reductions as a trade-off.

[7]	AI Model Efficiency Toolkit (AIMET), https://github.com/quic/aimet
[26]	“Application and Verification of NNC in Different Use Cases”, MPEG document MDS22894 WG04 N00366, MPEG Video Coding ISO/IEC JTC 1/SC 29/WG 04, July 2023.
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