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Introduction
In this contribution, the sources want to reiterate the importance of head-tracking for the immersive perception of binaural audio. The discussion on real-time head tracking in IVAS characterization testing including concrete technical solutions was initiated in [1]. The proposal of minor enhancement to the IVAS code base by supporting socket interfaces for head-tracking input and audio output, which is aimed at simplifying potential integration in listening test tools was further elaborated.

Background
The role of head movements on auditory localization has already been studied in the forties of the previous century by Wallach [3]. The dynamic pattern of binaural cues resulting from (small) head movements aid in accurate localization of sound sources. Head movements e.g., allow a user to reduce front-back confusions. As a result, in static binaural rendering (virtual) correct sound source localization is limited. In that case, a user can’t make use head movements to reduce ambiguities in sound source localization. More recent work by Brimijoin, Boyd and Akeroyd [4] showed that movement tracking can aid in the externalization of sound sources. In addition, Hendrickx, Stitt, Messonnier, Lyzwa, Katz and Boishéraud [5] have shown that head tracking aids in the externalization of speech stimuli, for non-individualized binaural synthesis.
It is believed that head tracking for binaural rendering significantly improves the immersiveness of an auditory scene. In addition, with recent miniaturization of inertial sensors such as accelerometers, gyroscopes and magnetometers, head tracking has found its way into commercially available headphones, from over-the-ear types to earbuds. This will allow future IVAS use cases to benefit from head tracking technology. 
Support for live head tracking in the characterization testing might be very beneficial in providing the listeners with the immersive quality of experience as offered by IVAS. However, it is understood that head tracking support in the listening tests might be technically challenging. These challenges were addressed in [2]. The potential complexity of building up a listening test setup with head tracking was discussed, including support for multiple renderers running in parallel. It was also mentioned that the quality of the head tracking has major influence on quality of experience (QoE). As an alternative, a concept called “trajectory nullification” was proposed, where a simulated (head) rotation is applied before rendering, and the inverse rotation is applied while rendering, compensating for the rotation impact. The sources believe that this approach can be beneficial in some cases, e.g., while performing objective tests using SBA format, or applied to stand-alone rendering. However, in other cases this approach can be potentially suboptimal. For example, rotating the input signal might result in an intermediate content that is more prone for core coding artefacts. Furthermore, not all input formats are equally suitable for 3D rotation.
Most importantly, such a “trajectory nullification” would strongly reduce the perception of audio immersion while listening to the rendered output. As mentioned in the introduction of this contribution, for the three-dimensional quality of audio immersion experience, it is essential to apply head-rotation based binauralization.
Proposals
Based on the above, in order to illustrate the full potential of IVAS rendering, the sources propose to include live head tracking in the characterization tests. Here, some technical aspects of implementing live head tracking support in IVAS decoding/rendering allowing for use in characterization tests are discussed.
Currently, IVAS decoder/renderer supports file interfaces for head rotation trajectories input and for audio output. It is proposed to implement real-time interfaces in order to support listening test environments next to these file interfaces. A general concept of integrating IVAS with the listening test environment is illustrated below:
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The listening test tool is provided with input from a head-tracking device and can send audio signal to the headphones. Several IVAS decoder instances are connected to the listening test tools using real-time interfaces for head-tracking input and audio output. Each decoder instance corresponds to a single CuT configuration. All IVAS decoders are running in parallel as it is required to make it possible to switch between them in real-time from the listening test tool. The listening test tool sends to the IVAS decoders a request to decode a subsequent output frame utilizing current pose data, which is provided in the request message. The decoder instances compute a subsequent audio frame buffers and send the content of these audio buffers back to the listening test tool. The listening test tool selects one set of binaural output buffers, based on the UI input, and sends the content of these buffers to the headphones.
In order to enable real-time head-tracking rendering with IVAS, the following approach is considered aimed at optimum performance, ease of integration with listening test tooling, and minimizing changes required to the IVAS decoder/renderer implementation.
A commercially available off-the-shelf head tracking device can be used and should be mounted to the headphones. The listening test tool should be connected to the IVAS decoder instances using stream sockets. The stream sockets provide means for reliable two-way communication and are widely used for inter-process communication. Preferably, the listening test tool will run on the same computer as the IVAS decoder instances, so the localhost interface can be used minimizing delays and potential packet loss. The listening test tool requests IVAS decoder instances to compute subsequent audio frames. Such a request includes current pose information, as received from the head tracking device.
As a response, the IVAS decoder instances will decode a single output frame and stream the content of output audio buffers to the listening test tool. The listening test tool will use one of the buffers, as selected on the listening test tool UI, and stream it to the headphones using audio I/O interface.
Such a solution requires very limited changes to the IVAS implementation by providing socket interfaces next to file interfaces for head-rotation input and audio buffer output. The sources have already built a prototype implementation by modifying the IVAS trajectory input handling to support head rotation data via socket interface.
The sources would like to request the Listening Labs to provide feedback on the feasibility of integration of the proposed solutions in the existing software tools used in the listening tests and on the details of the head-tracking devices used by the Labs.
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