3GPP TSG-SA WG4 Meeting #127	S4-240254
Sophia-Antipolis, France, 29 January - 2 February 2024

Source:	Fraunhofer IIS
Title:	Trajectory Nullification for Binaural Renderer Evaluation
Agenda item:	7.5
Document for:	Agreement



1. Introduction
This contribution is a follow-up to document S4-231709 [1] from SA4#126, where the concept of trajectory nullification was presented.
2. Problem Statement
As discussed in [1], the background for the proposal was the previous experience of the source with evaluation of head-tracked binaural audio in "VRStream" and "MPEG-I Audio" exercises. There real-time rendering systems were utilized to switch between different parallel running renderers for binaural testing with head-tracking. However, setting up such a system is complex and error-prone. While this was managed in those two mentioned exercises, and there are clear benefits of experiencing head-tracked audio live, such as better involvement, feeling of externalization, etc., all leading to immersion into the sound scene, the issues should not be ignored:.
Quality of the head-tracking
Selection of head-trackers plays an important role for a convincing immersive sound experience. The main factors for QoE are accuracy of the head-tracking and the latency of the system. Especially the latency, leading to motion-to-sound (M2S) latency, plays a major role. Cost is of course another factor. Well affordable systems that only rely on IMUs (gyroscopes, magnetometers, accelerometers) also sometimes tend to drift, which has a detrimental effect on QoE.
Reproducibility
Head movement is another factor affecting test results, beyond the condition under test and the hearing performance of the test subject. This extra factor allows to focus on entirely different audio experiences, which makes comparison among subjects impossible, as every subject may have had completely different audio presentations that were graded. Also in the case of multiple-stimuli testing, the different conditions such as reference and CuT may have been listened to with different poses, which may emphasize or mask critical parts of the audio signal.
Application of existing test methods
There is history in 3GPP to rely on existing test methods as much as possible. This ensures getting high-quality results that can be well interpreted. There are many implementations of those standard test methods (e.g. ITU-T P.800, BS.1534/MUSHRA, etc.) available that have been cross-verified. While there is constant evolution also in test methods, one needs to carefully balance the benefits and drawback of inventing a new method, especially if results should be reliable. In 3GPP a more conservative approach has always been used to ensure high-quality results.
3. Trajectory Nullification
Within the IVAS project, previous contributions have discussed the concept of "offline trajectories," where trajectories consisting of head poses at specific time instances (e.g., every 5ms or 20ms) are provided to the decoder/renderer to be able to use the same listening test methods as for binaural rendering without head-tracking. However, this approach can confuse listeners and induce nausea because the sound scene is rotated according to the trajectory, while the listener's head pose remains independent and likely static (except for involuntary attempts to compensate for the trajectory during rendering).
Therefore, "trajectory nullification." has been proposed in [1]. This concept involves applying an inverted version of a trajectory to the audio signal before rendering and subsequently rendering with the original trajectory, effectively nullifying the impact of the trajectory. The following figure illustrates the concept:



The processing scripts can be used to apply the trajectory to input samples, and the IVAS decoder/renderer would receive the inverted trajectory for rendering. From the listener's perspective, the expected result would be a stable audio scene. Depending on the algorithms for pre-rotation and rotation in the rendering, the scene rotation may not fully preserve the original input signal but still preserve the orientation of the spatial scene. In case of e.g. Ambisonics, pre-rotation with the trajectory and rotation with the inverse trajectory would fully cancel out.
This type of testing can be fully processed offline without the need for real-time rendering. References and anchors can remain the same conditions as in the already conducted listening tests. It becomes also theoretically possible to test head-tracking in a test with other binaural conditions, such tests may though require further experimentation.
For test conditions where head-tracking does not function as expected, spatial rotations would be audible in the test samples, causing some degradation, which would be downrated. The source's previous work on the "dizzer" anchor (see [1]) can be seen as a similar concept, where intentional rotations are inserted. The artifacts introduced by trajectory nullification would be of a similar nature.
In the following the rotations for the individual formats are outlined:
· Ambisonics/SBA: rotate input in SHD using the well-known rotations in SHD
· MASA: use MASA analyzer (which needs to be slightly extended) on the pre-rotated input in SHD
· Multi-Channel: rotate input by amplitude panning, e.g. EFAP
· Objects/ISM: Modify the ISM metadata to apply the rotations. Note that all processing needs to be done on a 20ms basis, as ISM metadata has only 20ms time resolution compared to 5ms granularity for the head-tracking.
4. Summary
The source provided further details on trajectory nullification and how this could be applied to the formats supported by IVAS. Experiments used modifications to the python scripts, in addition to newly developed scripts which could be contributed to the IVAS processing scripts.
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