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1. Introduction
[bookmark: _Hlk156408411]This contribution describes an example design of a spatial capture stack for multi-microphone UE devices using a static ambisonics upmixer. The source suggests including the description under section 8 (Example audio capture processing solutions) of draft TR 26.933.
The source intends to generalize the principles of the design in a future contribution to sections 6.2 and 7 of the TR. 

2. Design
2.1. Overview

[image: ]
A spatial capture on a modern mobile device may be implemented by utilizing the various microphones placed across the device, capture enhancement processing chain and a Ambisonic Static Upmixer. The capture stack incorporates simultaneous capture of 3 or more on-device microphones and an optional mono/stereo echo reference signal as inputs to produces a FOA output which can stored/transmitted using the IVAS (Immersive Voice and Audio Services) codec. 
The various components of a spatial capture chain are as follows:
1. Raw Microphones Unprocessed Input and Echo Reference Signal
2. Compensation of the raw microphones self noise and frequency response based on measured and simulated data.
3. Acoustic Echo Cancelation 
4. Wind Noise Estimation/Reduction
5. Content Based Processing
6. Static Ambisonic Upmix based on:
a. Acoustic modelling of the phone and microphones via Finite Element Method analysis.
b. Perceptually-based complex optimisation of upmixing coefficients accounting for the acoustic modelling.
7. Levelling and Limiting

2.2. Raw Microphone Input and Echo Reference

Simultaneous capture of unprocessed raw inputs from all microphones is essential to derive the very best spatial capture utilizing a static ambisonic upmix. For generating first order ambisonic with good horizontal accuracy on the horizontal plane, at least 3 microphones are needed, which may be placed spatially on the mobile device to cover different planes. A typical placement of Top, Bottom and Rear microphones is seen on most modern mobile devices, however coplanar configuration is not optimal to resolve front/back confusion. An ideal arrangement of microphones should target to cover the three axes and spread evenly across the device to provide more spatial resolution, though practical constraints of phone design limit the spacing along the front-back axis to less than one centimetre.
A raw unprocessed capture is essential for spatial processing as any uncontrolled processing such as noise reduction, automatic gain control or echo cancellation on individual microphones will lead to loss of spatially sensitive background noise and in general cause front/back confusion.
It is however beneficial to apply controlled processing to each of the raw signals, to attenuate their electrical noise floor and to compensate for any anomalies in the frequency response due to the inherent response of the mic or to the effects of its placement inside ported holes on the edges of the device. These processings are based on measured data.
The echo reference is a mono or stereo signal representative of the audio played out from the loudspeaker and used by the AEC processing. It is necessary in full duplex communications if there exists an acoustic path between the loudspeaker and the device microphones. If none exists, such as when using headphones, echo reference is optional.

2.3. AEC

The baseline approach is to apply traditional Acoustic Echo Cancellation on the individual microphone channels. 

2.4. Wind Noise Reduction

The baseline approach is to apply wind noise reduction on the individual microphone channel by non-linear signal processing. A DNN based noise reduction/speech isolation trained on wind noise is also found to be effective to reduce wind noise. Such a system performs well to maintain speech but incurs a higher processing costs and latency.

2.5. Content Based Processing

Content based processing is an optional set of processing that can greatly enhance spatial experience by identifying the content type and applying specific enhancements. Since the processing is content dependent, a general audio classifier or a speech isolation processing is necessary to identify regions of interest. Classification across Music, Speech and Background Noise has been found suitable for relevant scenarios. A real-time classifier might have delayed response to events, and false transitions might be triggered due to low or no lookahead. A classifier confidence smoothing or a state machine can be employed to minimize false transitions and identify class switching events. 
[image: ]
Some of the processing that utilise events based on classification to apply specific enhancements are:
· Adaptive Background Noise Estimation and Reduction
· Remixing Speech/Music levels vs Ambient noise

2.6. Static Ambisonic Upmix

This block forms the most important piece of the spatial capture and is responsible for mapping the multi-microphone capture to first order ambisonics or higher. Out of the various techniques to upmix a multi-microphone capture to FOA, a perceptually designed static upmix matrix yields reasonably accurate spatial performance with few or no drawbacks. The response per frequency band is generated across each microphone towards each ambisonic channel using: i) a model of how each microphone responds to the incoming sound field from a dense set of directions, based on Finite element method simulations which account for the 3D placement of microphones across device body structure and resultant acoustic energy transfer; ii) a perceptually-motivated optimisation where the complex upmix matrix coefficients are determined based on the data computed at the simulation step, and a target perceptual spatial accuracy. These steps of analysis, simulation and upmix design are performed offline once per device by assuming a simpler 3D geometry of the device and microphones as point sinks.
Another technique to generate the same matrix is to measure impulse responses from various direction of arrivals to each microphone and then inverting the matrix,  but such technique would lead to obtaining the Ambisonics components independently from each other, with no guarantee of a perceptually-optimal result once the components are combined in the renderer..
The Upmixer utilizes the static matrix and applies per frequency band transformation to achieve ambisonic channel output.
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2.7. Levelling and Limiting

As a final step to spatial audio capture, loudness correction on the ambisonic output may be desired to provide uniform loudness in all captures also preventing signal overload on rendering side, e.g. binaural stereo rendering. It is difficult to predict final loudness after render in an ambisonic domain and so a partial stereo downmix might be created to access the loudness and apply desired gain offset in the ambisonic domain. Such a gain application may be coupled with a limiter that can be used to prevent signal saturation.
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