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The present document provides an overview of the status of various ATIAS test cases, to facilitate gap analyses and actions towards completing the work item. Clauses for a coming pCR are listed, based on the text skeleton structure from the ATIAS Pdoc v0.6.0 in S4-231970, with some modifications and comments. 
Where it is mentioned that “Pdoc clause…can be used”, it should be understood as a high-level statement from the sources. There could still be sections where the sources will request further updates.
General remarks
1. The Pdoc is intended as a temporary storage, where some test cases will be selected for the 26.260/26.261 specifications. However, in this document, which is mainly for housekeeping purposes, no (intentional) omissions were made
1. The Pdoc has a mix of suggested test methods and requirements. Since the plan is to host the requirements in 26.261, it is now time to break them out. In many cases only methods are available so far.
1. The detailing of wideband vs. superwideband/fullband should also be done, where applicable.
1. [bookmark: _Hlk156574364]To specify sending loudness ratings should be a priority, in order to make sure that IVAS-based UE:s inject proper and consistent levels into the network. Otherwise, there is a risk of an unnecessary fragmentation in the market, with poor interoperability as a result. In this work, it is important to consider whether downmix and transcoding to mono to the point of interconnect (POI) can take place, or if more advanced sending side loudness assessment is necessary. If this first option is found to be feasible, levels and downmix should be done in a way such that a nominal SLR of an ATIAS-enabled UE produces a nominal mono signal into the POI, for nominal speech input. If such downmix is defined, it may also be utilized in the ATIAS specification, to obtain a single-value signal level, to be used for calculating the SLR. The ATIAS work item has a window of opportunity to define how much signal headroom (or maximum load capacity) an IVAS-based connection should have, by proper SLR-related specifications.
1. Echo-related test cases should also be a priority. At least echo performance during single-talk downlink must be considered a hygene factor, in order not to risk the success of introducing IVAS to the market. Potentially also stability margin.
1. Idle channel noise and speech distortion are some aspects that could be of interest for future study.




4	Objective Test Methodologies for Immersive Audio Systems
Status: Existing mature text in TS 26.260, with test methods for
- send frequency response and directional response for scene-based audio
- receive frequency response and sensitivity for scene-based audio
- receive motion-to-sound latency for dynamic binaural rendering
5	Objective Test Methodologies for Immersive Communication Systems (IVAS-based)
5.1	Test setups for terminals
Status: Pdoc clause 2.1 can be used
5.2	Test conditions
Status: Pdoc clause 3 can be used, but it lacks general test conditions and requriements on test equipment, reference client, etc. The text about enhancement features could be more clear.
5.3	[other general definitions?]
Status: not yet clear if this clause will be needed. Keep as placeholder for now.
5.4	Test methods in the sending direction
5.4.1	Stereo capture
Missing: Sending loudness ratings
[5.4.1.1	Spatial perception test for stereo audio capture]
Status: proposal in Pdoc clause 4.8. The title could be clarified (it is not a perceptual test per se). Considering the large variety of functional stereo arrays in commercial use, and the pass-through regime of IVAS stereo coding, it would be suitable to have ITD and ILD as chacaterization tests, rather than mandated requirements.
The test method applies to UE configurations Headset, Handheld, and Table-mounted.
[5.4.1.2	Wind noise test for stereo audio capture]
Note: The title above has some words removed from the title in the Pdoc
Status: proposal in Pdoc clause 4.9. It would be suitable to have wind noise as a characterization test, since wind generators differ in their characteristics, e.g. in terms of inherent turbulence. Some further work on the text is needed, and to finalize the definition of a clipped frame. Potentially other metrics could be considered, to capture poor quality in wind.
The test method applies to UE configurations Headset, Handheld, and Table-mounted.
5.4.2	Object-based audio capture
Missing: Sending loudness ratings
Status: No sending direction tests were defined for object-based audio (except wind noise, with the same text as for stereo). Proposed way forward:
Single object: test cases mono capture can be used
Multi-object: FFS
[5.4.2.1	Wind noise test for object-based audio capture]
It may be inconsistent to have wind noise test for single-object capture while there is no such test defined for mono capture (TS 26.132).
The test method applies to UE configurations Headset, Handheld, and Table-mounted.


5.4.3	Scene-based audio capture
Missing: Sending loudness rating
[5.4.3.1	Sending frequency response of captured Ambisonics components]
Status (proposal in Pdoc clause 4.1): Stable but unfinished text, needs detailing.
The test method applies to UE configurations Headset, Handheld, and Table-mounted.

[5.4.3.2	Sending directional response of captured Ambisonics components]
Status (proposal in Pdoc clause 4.2): Stable but infinished text, needs detailing.
The test method applies to UE configurations Headset, Handheld, and Table-mounted.

[5.4.3.3	 Direction of arrival estimation under free-field propagation conditions]
Status (proposal in Pdoc clause 4.3): Stable text.
The test method applies to UE configurations Headset, Handheld, and Table-mounted.

[bookmark: _Hlk156284454][5.4.3.4	Directivity test of FOA using virtual microphones]
Status (proposal in Pdoc clause 4.4): Stable but unfinished text, needs detailing. The coverage of this test could be considered a subset (directionality) of what is covered by ‘spatial separation with two simultaneous acoustic sources’. Consider whether to mandate this test and leave the multisource tests for characterization.
The test method applies to UE configurations Headset, Handheld, and Table-mounted.

[5.4.3.5	Scene-based audio spatial separation with two simultaneous acoustic sources in free-field propagation conditions and FOA decoding]
Status (proposal in Pdoc clause 4.5): Stable text. Address editor’s notes. Test.
The test method applies to UE configurations Headset, Handheld, and Table-mounted.

[5.4.3.6	Spatial separation for multiple acoustic sources based on multichannel output]
Status (proposal in Pdoc clause 4.6 & 4.7): Stable text. Address editor’s notes, break out requirements/performance objectives. Test.
Consider which one of the two above should be mandated, or if both should be for characterization only. There is a stable-text proposal for speech-based testing in Pdoc clause 4.7. If assessments shows no considerable disadvantage with the speech-based testing, the above methods for spatial separation could be modified accordingly.
The test method applies to UE configurations Headset, Handheld, and Table-mounted.

5.4.4	Channel-based audio capture
Missing: Sending loudness ratings
5.4.4.1	…
Status: No proposals in the Pdoc. It is suggested to write a brief clause at least. Is the intention to specify sending channel-based audio only for electrical UE? Or also for acoustic capturing?

5.4.5	Metadata-assisted spatial audio capture
Missing: Sending loudness ratings
[5.4.3.1	Sending frequency response of captured Metadata-assisted spatial audio]
Status: Same principles could be considered as for scene-based audio (proposal in Pdoc clause 4.1), clarify how the audio is obtained from the reference decoder, needs detailing.
The test method applies to UE configurations Headset, Handheld, and Table-mounted.

[5.4.3.2	Sending directional response of captured Metadata-assisted spatial audio]
Status: Same principles could be considered as for scene-based audio (proposal in Pdoc clause 4.2), consider necessity, clarify how the audio is obtained from the reference decoder, needs detailing.
The test method applies to UE configurations Headset, Handheld, and Table-mounted.

[5.4.3.3 – 5.4.3.6]
Status: Essentially the same as for scene-based audio. Consider which one of the proposed multisource test method should be applied.

5.5	Test methods in the receiving direction

General note: the subclauses below for the receiving direction are (per the proposal in the Pdoc Annex) organized as:
1. IVAS coding mode (configured for the IVAS encoder of the reference client)
0. Parameter to test
0. Acoustical frontends and electrical interface
However, it might be preferred to organize them more similar to the Pdoc main body:
1. Parameter to test
1. IVAS coding mode (configured for the IVAS encoder of the reference client)
0. Acoustical frontends and electrical interface
If so, also the sending part should be reorganized in a similar way.

5.5.1	Stereo coding [consider skipping this for now, see also S4-231840]
[5.5.1.1	Receiving loudness]
Status (reuse of proposal in Pdoc clause 5.1): stable but unfinished text. Seems to be written for object-based coding -> adapt to the stereo coding; Specify if the same signal shall be fed to both channels of the stereo input of the reference IVAS encoder. Finalize for electrical interface.
[5.5.1.2	Receiving sensitivity/frequency characteristics]
Status (proposal in Pdoc clause 5.2): stable text. Address editor’s notes. Test.
5.5.2	Object-based audio coding
[5.5.2.1	Receiving loudness]
Status (proposal in Pdoc clause 5.1): stable text. Address editor’s notes, break out requirements. Finalize for electrical interface. Test.
[5.5.2.2	Receiving sensitivity/frequency characteristics]
Status (proposal in Pdoc clause 5.2): stable text for characterizing binaural rendering. Missing for other acoustical and electrical interfaces. Address editor’s notes. Test.
[5.5.2.3	Receiving with binaural rendering: inter-channel time difference]
Status (proposal in Pdoc clause 5.3): stable text. Address editor’s notes, break out requirements. Test.
[5.5.2.4	Receiving with binaural rendering: source angle dependent band level difference]
Status (proposal in Pdoc clause 5.4): stable text. Specify source distance. Address editor’s notes, break out requirements. Test.

5.5.3	Scene-based audio coding
[5.5.3.1	Receiving loudness]
Status (reuse of proposal in Pdoc clause 5.1): stable but unfinished text. Seems to be written for object-based coding -> adapt to scene-based coding; Specify how the stimulus shall be fed to the various  ambisonics inputs of the reference IVAS encoder (same approach as in Pdoc clause 3.5.5 could be considered). Finalize for electrical interface.
[5.5.3.2	Receiving sensitivity/frequency characteristics]
Status (proposal in Pdoc clause 5.2): stable text for characterizing binaural rendering. Missing for other acoustical and electrical interfaces. Address editor’s notes. Test.
[5.5.3.3	Receiving with binaural rendering: inter-channel time difference]
Status (proposal in Pdoc clause 5.3): stable text. Address editor’s notes, break out requirements. Test.
[5.5.3.4	Receiving with binaural rendering: source angle dependent band level difference]
Status (proposal in Pdoc clause 5.4): stable text. Specify source distance. Address editor’s notes, break out requirements. Test.

5.5.4	Channel-based audio coding 
Status: same as for stereo coding [consider skipping this for now, see also S4-231840], except:
[5.5.4.X Receiving with channel-based coding and loudspeaker rendering: channel order]
Status (proposal in Pdoc clause 5.5): stable text. Address test conditions, editor’s notes, break out requirements. Potentially introduce channel order tests for other coding modes. Test.


5.5.5	Metadata-assisted spatial audio coding
[5.5.5.1	Receiving loudness]
Status (reuse of proposal in Pdoc clause 5.1): stable but unfinished text. Seems to be written for object-based coding -> adapt to MASA; Specify how the stimulus and metadata shall be fed to the various MASA inputs of the reference IVAS encoder (same approach as in Pdoc clause 3.5.6 could be considered). Finalize for electrical interface.
[5.5.5.2	Receiving sensitivity/frequency characteristics]
Status (proposal in Pdoc clause 5.2): stable text for characterizing binaural rendering. Missing for other acoustical and electrical interfaces. Address editor’s notes. Test.
[5.5.5.3	Receiving with binaural rendering: inter-channel time difference]
Status (proposal in Pdoc clause 5.3): stable text. The metadata is clearly specifid. Clarify how the audio is applied to the reference encoder. Test.
[5.5.5.4	Receiving with binaural rendering: source angle dependent band level difference]
Status (proposal in Pdoc clause 5.4): stable text. The metadata is specified as in above. Specify source distance. Address editor’s notes, break out requirements. Test.


