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1. Introduction
This pCR moves common text on the evaluation scenario template from the evaluation PD v0.3.0 to the TR.
2. Reason for Change
Filling in missing clauses of TR 26.847.
3. Proposal
It is proposed to agree the following changes to 3GPP TR 26.847.

[bookmark: _Hlk61529092]* * * First Change * * * *
[bookmark: _Toc120864996][bookmark: _Toc149913020]4	AI/ML Evaluation Testbed Architectures and Anchors
[bookmark: _Toc120864997][bookmark: _Toc149913021]4.1	General
[Editor’s note: Introduction the common set of architectures for the evaluation framework, including anchors, metrics and test methodology expected for each test, according to the scenarios].
A common set of architectures is assumed for the evaluation framework, unless specified otherwise, irrespective of the scenario. 
The anchor architectures are as follows:
· Running inference completely on the device
· Receiving a compressed video (e.g. from the device), and running inference completely at the network and potentially sharing the inference results with the device.

These anchor architectures are depicted by the figure 4.1-1:
 [image: ]
Figure 4.1-1: Anchor architecture
In figure 5-1, the left hand side represents the anchor for running the inference at the device side. The right hand side shows the architecture for the anchor where the inference is run on the network side. The anchor model for running on the device should be derived from the anchor model running on the network. 
The derivation process may include:
· Quantization to match the device’s inference engine, e.g. converting the weights and inputs to fixed point or unsigned integers. 
· Re-training of the converted model to optimize for the inference platform. This is allowed but should be accompanied by results without re-training.
· Conversion to an exchange format such as ONNX
The supported model libraries are PyTorch and Keras/Tensorflow2.

[bookmark: _Toc120864998][bookmark: _Toc149913022]4.2	Split inference intermediate data testbed architecture
[Editor’s note: Present the common testbed architecture for split inference related scenarios].
A testbed architecture for the evaluation of split inference intermediate data is represented in figure 4.2-1. The anchor model is split into two, split model part 1 and 2, each existing and inferenced at two different nodes respectively (for example a local and the remote compute node), according to scenarios defined. The local to remote direction simulates an uplink communication while the remote to local direction simulates a downlink communication. The sending of data via the network encompasses both unlink and downlink communication, depending on the scenarios defined. Likewise, the sender of the intermediate data may be the local inference node or the remote inference node.




Figure 4.2-1 Split inference intermediate data testbed architecture
The testbed architecture includes the following main functional blocks:   
· Anchor model: A pre-trained model with a documented architecture and pre-trained weights, to be used as the anchor model for the test. Optionally, the use of untrained anchor models should be provided with anchor training input data sets and training parameters in order to build a trained anchor model.
· AI framework/library: The AI framework/library used for the testbed, for example, TensorFlow, Pytorch, etc.  
· Model split configuration: The configuration of split points for the anchor model which are to be evaluated. The decision for split points may take into consideration the configuration factors, constraints and settings as described in clause 2.
· Local inferencing: Where the anchor model fully runs on the local node.
· Remote inferencing: Where the anchor model fully runs on the remote node.
· Split inferencing: Where an anchor model is split into two parts, each run on a local and a remote node respectively.
· Test dataset: Media data to be input into the anchor model. Depending on the use case and scenario, such data may be video data, audio data, or other media data. In a given scenario, such data may originate from either a local or remote node.
· Test dataset pre-processor: A function which processes the test dataset media data such that it is compatible with the input requirements of the anchor model. 
· Inference output processor: A function which processes the inference output of the anchor and/or split model (if necessary), for metric computation.
· Test split model: The outputs of the model split configuration model 1 and model 2 running on the same or different inference nodes. An inference node may be a:
· Local inference node: Typically emulating an end-device such as a UE.
· Remote inference node: Typically emulating a network node such as edge/cloud/5G CN Application server.
· Test bitstream (intermediate data): The output as a result of the inference of test split model #1, typically to be sent via the Network, and used as the input to test split model #2.
· Test encoder/decoder: Encoder and decoder for the intermediate data to be sent via the Network. This may include serialization, optimization or compression technologies.
· Network configuration: This defines the network simulation configuration. This may include the type of the Wireless/wired network, network protocols, lossless/lossy emulation, network throttling (e.g., for uplink simulation).
· Test network: The network over which output data from certain functions are delivered. In use cases, this is typically the 5GS.
· Metrics Logs/Computation: A function which logs or computes the metrics on corresponding output data from certain functions, relevant for the scenario. Such metrics may include those described in clause 4.4.
· Test metrics: The metrics used for the evaluation of the scenario.

[bookmark: _Toc120865010][bookmark: _Toc149913023]4.3	Model data testbed architecture
[Editor’s note: Present the common testbed architecture for model data (e.g. compression) related scenarios].
A testbed architecture for the evaluation of model data compression is represented in figure 4.3-1. The anchor model is compressed by a test encoder, which may include optimization and/or compression technologies. In the case of sender only compression approaches, the test decoder may be optional.


Figure 4.3-1 Model data testbed architecture
The testbed architecture includes the following main functional blocks:
· Anchor model: A pre-trained model with a documented architecture and pre-trained weights, to be used as the anchor model for the test. Optionally, the use of untrained anchor models should be provided with anchor training input data sets and training parameters in order to build a trained anchor model.
· Test configuration: The configuration of the test encoder to be used for the scenario.
· Test encoder: A function which encodes the anchor model according to that detailed in the test configuration. Encoding may include optimization and/or compression technologies.
· Test decoder: A function which decodes the compressed model. This function may be absent for sender only approaches.
· Test dataset: Media data to be input into the anchor model. Depending on the use case and scenario, such data may be video data, audio data, or other media data. In a given scenario, such data may originate from either a local or remote node.
· Test dataset pre-processor: A function which processes the test dataset media data such that it is compatible with the input requirements of the anchor model. 
· Inference output processor: A function which processes the inference output of the anchor model (if necessary), for metric computation.
· Test bitstream (compressed model): The compressed test model of the anchor model, typically to be sent via the network.
· Test model: The test model which was encoded and subsequently decoded. The inference performance of this test model is compared with the anchor model to evaluate the impacts of the test encoder and decoder.
· Test network: The network over which output data from certain functions are delivered. For model compression scenarios, the compressed model is sent over the network. In use cases, this network is typically the 5GS.
· Metrics Logs/Computation: A function which logs and computes the metrics on corresponding output data from certain functions, relevant for the scenario. Such metrics may include those described in clause 4.4.
· Test metrics: The metrics used for the evaluation of the scenario.

[bookmark: _Toc149913024]4.4	Metrics 
[Editor’s note: Introduce relevant metrics for the related evaluations, according to different scenario AIML work tasks].
In the process of AI/ML, no matter on the training set or on the new sample, there is always some difference between the output result of the model and the real value. Model evaluation is a process of using different evaluation metrics to understand the performance of artificial intelligence/machine learning models and its advantages and disadvantages. It is an indispensable part of the model development phases which can help to discover the appropriate model to express the data and evaluate the performance of the selected model.
Different AI/ML work tasks have different evaluation metrics, and the same machine learning task will also have different evaluation metrics, each metric has different emphasis, e.g., classification, regression, ranking, clustering, recommendation, etc.
Given that most scenarios that we’re dealing with in the scope of this study involve computer vision tasks, for model performance metrics, the evaluation framework should reuse existing metrics that are well-established in the research community. There exists different metrics depending on the type of task performed by the model.
Classification model evaluation is the process of assessing and measuring the performance of a machine learning model that has been used for classification tasks. its goal is to divide different images into different categories, to achieve the minimum classification error.
Confusion matrix is a table used in classification tasks that summarizes the performance of a machine learning model on a set of data for which the true values are known. It consists of rows and columns where each row represents the true class of the samples and each column represents the predicted class. The confusion matrix displays the number of samples that are classified correctly (true positives and true negatives) and incorrectly (false positives and false negatives) by the model.
	Confusion Matrix
	Predicted Value

	
	Positive
	Negative

	True Value
	Positive
	True Positives (TP)
	False Negatives (FN)

	
	Negative
	False Positives (FP)
	True Negatives (TN)



True Positives (TP): predict an observation belongs to a class and it actually does belong to that class;
True Negatives (TN): predict an observation does not belong to a class and it actually does not belong to that class;
False Positives (FP): predict an observation belongs to a class but it does not belong to that class;
False Negatives (FN): predict an observation does not belong to a class but it does belong to that class.

For object classification tasks, the following metrics are used to evaluate or measure the performance of a classification model:
1. Accuracy: Accuracy is the simplest metric for evaluating classification performance. It measures the percentage of correctly classified objects out of the total number of objects in the dataset. While accuracy is easy to understand and compute, it can be misleading if the dataset is imbalanced, or the cost of misclassifying different categories is not equal. Accuracy measures how often the classifier makes the correct predictions, it is defined as the ratio between the number of correct predictions and the number of total predictions.

2. Precision: Precision measures the proportion of true positives among all the objects that the model classified as positive. It is useful when the cost of false positives is high, and it is essential to avoid misclassifying objects. Since precision measures the proportion of predicted positive results that are actually positive, it is defined as the fraction of examples (true positives) among all of the examples which were predicted to belong in a certain class (positive).

3. Recall: Recall measures the proportion of true positives among all the objects that belong to the positive class in the dataset. It is useful when the cost of false negatives is high, and it is essential to detect all objects in the dataset. Since recall measures how much the classifier can predict in an actual positive sample, it is defined as the fraction of examples which were predicted to belong to a class with respect to all of the examples that truly belong in the class.

4. F1 Score: The F1 score is the harmonic mean of precision and recall and provides a balanced view of the model's performance. F1-score is a combination of precision and recall, providing a balanced measure of the model's ability to find all true positive cases and its ability to avoid false positives.

For object detection tasks, the metrics are:
1. Intersection over Union (IoU): IoU is one of the most commonly used metrics for evaluating object detection algorithms. It measures the overlap between the ground truth bounding box and the predicted bounding box. IoU is computed as the ratio of the intersection of the two boxes to the union of the two boxes. A higher IoU score indicates better object detection accuracy.
2. Precision and Recall: Precision measures the fraction of true positives (correctly identified objects) out of all predicted positives (objects identified by the algorithm). Recall measures the fraction of true positives out of all ground truth positives (objects that should have been identified). A high precision score indicates that the algorithm is correctly identifying objects, while a high recall score indicates that the algorithm is not missing any objects.
3. Average Precision (AP): AP is a commonly used metric for evaluating object detection algorithms. It measures the precision at different levels of recall and then averages them. AP provides a single number that summarizes the overall performance of the algorithm. A higher AP score indicates better object detection accuracy.
4. F1 Score: The F1 score is the harmonic mean of precision and recall. It provides a single number that summarizes the overall performance of the algorithm. A higher F1 score indicates better object detection accuracy.
For object tracking tasks, the metrics are:
1. Intersection over Union (IoU): IoU is also commonly used for evaluating object tracking algorithms. In this case, it measures the overlap between the ground truth bounding box and the predicted bounding box for each frame in the sequence. A higher IoU score indicates better object tracking accuracy.
2. Precision and Recall: Precision and recall can also be used to evaluate object tracking algorithms. In this case, precision measures the fraction of frames where the algorithm correctly identified the object, while recall measures the fraction of frames where the algorithm correctly tracked the object.
3. Mean Average Precision (mAP): mAP is a commonly used metric for evaluating object tracking algorithms. It measures the average precision at different levels of overlap between the ground truth and predicted bounding boxes over the entire sequence. A higher mAP score indicates better object tracking accuracy.
4. Tracking Precision (TP) and Tracking Recall (TR): TP measures the fraction of frames where the predicted bounding box overlaps with the ground truth bounding box by a certain threshold, while TR measures the fraction of ground truth bounding boxes that were successfully tracked. A high TP score indicates that the algorithm is accurately tracking the object, while a high TR score indicates that the algorithm is not losing track of the object.
AI regression model evaluation is the process of measuring the accuracy and performance of a regression model developed using artificial intelligence (AI) techniques. Regression analysis is a statistical method used to predict the relationship between dependent and independent variables. Some of the most commonly used evaluation metrics for regression models are listed as following:
1. Mean Squared Error (MSE): measures the average squared error between the predicted and actual values. It's represented as the average of the squared differences between the predicted and actual values.

2. Root Mean Squared Error (RMSE): the square root of the mean squared error, this metric indicates the deviation of the predicted values from the actual values.

3. Mean Absolute Error (MAE): measures the average absolute difference between the predicted and actual values. This metric is robust to outliers.

4. R-squared (R2): determines how well the regression line fits the data by measuring the proportion of the variance explained by the model.
For other non-object related tasks, examples model performance metrics may include:
· Ranking Model Metrics (MRR, DCG, NDCG)
· Statistical Model Metrics (Correlation)
· Computer Vision Model Metrics (PSNR, SSIM, IoU)
· NLP Model Metrics (Perplexity, BLEU score)
For split inference and model compression related scenarios, other feasibility/performance metrics that should also be considered are:
· Video quality: depending on the scenario, the input or output video quality should also be documented. For example, a video super resolution scenario has to evaluate the quality of the resulting video. For the tasks, the impact of the quality of the input video on the accuracy should also be evaluated.
· Complexity: complexity of the entire process, including video compression and decompression, model compression and decompression (where relevant), and inference process.
· Bitrate: the total bitrate needed for performing the task. This may be 0 for the device anchor. For the network anchor, this includes the video bitrate for the uplink and the bitrate for sharing the task results back to the device. For split inference related scenarios, this should include the intermediate data bitrate.
· Split model size: model size and comparison ratio of the test split model to be delivered (compared to anchor model)
· Intermediate data size or bitrate: a comparison ratio of the intermediate data to be delivered (compared to the data size or bitrate of the relevant data from the anchors)
· Compressed model size: the compression ratio of the compressed model compared to the original reference model.
· Compressed intermediate data ratio: compression ratio of the compressed intermediate data bitstream compared to the original intermediate data bitstream
· Latency: the latency requirements for each scenario must also be taken into account to evaluate the feasibility of the proposed solutions, in particular for split inference scenarios, such as:
· Inference latency metrics
· local inference time
· Remote inference time
· Total local and inference time
· End to end latency 
· Other latency metrics
· Encoding/decoding time.
· intermediate data delivery time
· Resources metrics of UE and/or DN:
· Computing power consumption on node
· CPU time
· GPU time  
· Memory usage
· Energy consumption


* * * Next Change * * * *
[bookmark: _Toc120865026][bookmark: _Toc149913030]Annex A: Scenario Template
[bookmark: _Toc120865027][bookmark: _Toc149913031]A.1	Introduction
This annex provides a proposed template to introduce a scenario for AI/ML evaluation.
[bookmark: _Toc120865028][bookmark: _Toc149913032]A.2	Template 
A scenario should provide the following information (aligned with TR 26.955, Annex A):
· Scenario name <give the scenario a catchy name> 
· Motivation for the scenario and its use case relevance:
Why is the scenario relevant for AI/ML multimedia services? Under which of the following use cases does the scenario fall?
· Object Recognition in Image and Video
· Video Quality Enhancement in Streaming
· Crowd-Sourcing Media Capture
· NLP on Speech
· Description of the scenario:
This provides a description of the scenario addressing potentially the relation to the three AI/ML evaluation framework objectives, including AI/ML model split points, AI/ML model checkpoints and updates, and AI/ML model data compression. The description should be more specific than the use case description as provided in TR 26.927. Predominantly the description should allow to develop a baseline solution.
· Supporting companies and 3GPP members: 
a.	This documents the 3GPP members that support this scenario in terms of providing the information, test material, test requirements and the characterization for the tests. For each of the identified necessities, a tick box is created in the template.
b.	Preferably several 3GPP members are included in the support.
c.	Cross-verification is preferably done by the supporters of the scenario
· Anchor AI/ML DNN model(s) for the scenario:
Give the name and details of the trained AI/ML DNN model(s) that will serve for building anchors for this scenario, as well as the data set used for its training. Such trained AI/ML models are not only limited to readily available base AI/ML models, but can also include models developed using transfer learning. There may be more than one candidate anchor AI/ML model for the scenario. As an example, details may include:
a.	Base model used (including links to such base model)	
b.	Framework language used (e.g. TFLite, Pytorch)
c.	Architecture/model type (e.g. CNN, RNN)
d.	Number of layers
e.	Number of parameters
f.	Model size
g.	Details of data set used for training
· Testbed architecture and anchors
Describe and detail the testbed architecture and anchors to be used for the scenario. The architecture and anchors should be based on the ones as defined in clause 5, with modifications matched to the scenario.
· Test configuration factors, constraints and settings:
Describe the test configuration factors, constraints and settings for the scenario. Depending on the nature of the scenario, examples are shown below.
AI/ML model split configuration factors, constraints and settings:
For scenarios considering the feasibility of AI/ML split points, many factors may contribute to the split point decision for the scenario, including those related to device/network status and conditions, as well those related to the AI/ML model used, such as its architecture and complexity. Possible split point decision factors may include:
	Categories
	Parameters
	Details

	Devices Involved
	CPU/GPU
	Device processor capabilities

	
	Battery
	Device battery status

	
	Heat
	Device heating / user health considerations

	Network
	Cellular
	Network selection, bandwidth, latency

	
	Mobility
	Network handover and mobility

	Intermediate Data
	Size
	Data transmission decision, data weights

	
	Type
	Video, Audio/Speech, Text, Binary etc.

	Model Type
	Architecture
	CNN, RNN, GAN, LSTM, etc.1

	User focus
	APP KPI
	Latency Requirement , Service criticality

	
	Data Privacy
	Data transmission allowed or not

	
	Cost of hosting
	Deployment cost at cloud/server

	Data flow
	Topologies2
	Media data source, intermediate data in uplink or downlink


	
1 Studies and experiments about splitting operations shall focus on CNN. Splitting for GAN/RNN/LSTM is FFS.
2 Topologies comprise the next cases:
1. Local source data – local initial inference
2. Local source data – remote initial inference
3. Remote source data – remote initial inference
The scenario may also describe split point constraints, such as limiting split points to those that do not change the model topology and its parameters, splitting only at the layers of the AI/ML model, etc.
Compression or optimization constraints and settings:
For scenarios considering the compression or optimization of the AI/ML model, and/or the intermediate data (where applicable to split inference scenarios), describe the compression or optimization constraints and settings.
· Feasibility/performance evaluation metrics and requirements:
Depending on the scenario, feasibility and performance metrics may be either related to model performance, or to the test bitstream (the nature of which depends on the use case scenario).
List and describe the relevant feasibility/performance evaluation metrics for the scenario. A list of possible metrics is detailed in clause 4.4.
· Test dataset(s) and scripts for the scenario:
Describe and provide data sets that will be used for the evaluation of this scenario. This should include a description of the license, access procedure, and the dataset annotation format. Same test datasets may be used for similar scenarios falling under the same use case.
Also provide scripts that will be used for performing the evaluation and calculating the metrics.
Further details are provided in clause 4.4.
· Detailed test conditions:
Provide the detailed test conditions, in particular the descriptions of the input and outputs of the task.
· Interoperability considerations for the scenario:
Interoperability considerations for the scenario may include those related to the delivery considerations for the AI model and other corresponding data (such as intermediate data), including delivery methods, protocols and packetization methods.
a) AI/ML model delivery formats, methods and pipelines: encapsulation formats for AI model data (if necessary), related to the delivery methods and pipelines which may be considered (e.g. download, streaming). This may be related to model update requirements and constraints.
b) AI/ML model optimization methods: methods of model optimization which are not considered under the evaluation methods described under the AI/ML model data compression evaluation defined.
c) Intermediate data compression, delivery formats, methods and pipelines. 
d) Related to a and c above: streaming protocols such as TCP / UDP
e) Related to a and c above: packetization methods such as RTP
· External performance data
References to external performance data that can be added, for example other SDOs, public documents and so on.
· Expected time plan for the scenario completion
· Additional information

* * * End of Changes * * * *
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