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Introduction
We have summarized the principle of single channel AEC and the problem of multi-channel AEC in the chapter 7.1 of TR 26.933[3]. This proposal is to update the influence of channel correlation on multi-channel AEC by taking stereo as an example.
Content
…
[
7.1.3.1 Stereo AEC 
In the context of multi-channel AEC, stereo AEC is considered a typical basis, therefore, it takes stereo as an example for AEC algorithm analysis and issue investigation. The stereo AEC is shown in Fig. 7.1.3.1-1.
[image: ]
Fig. 7.1.3.1-1. Stereo AEC system.














The two input signals  and  are derived from the same sound source convolving with two distinct impulse responses  and , so they typically have high correlations. After transmission of the distant stereo signal to the receiving room (near-end) and playback through the loudspeakers, the signals converge through the impulse responses  and of the near-end room to a single microphone, forming the desired signal  together with the noise signal . Subsequently, two adaptive FIR filters  and are employed to estimate the impulse responses  and  of the near-end room, yielding the estimated desired signal . Finally, the difference between the desired signal and the estimated desired signal which termed as the error signal is transmitted back to the distant end. Meanwhile, both the error signal and the input signals contribute to the updates of the adaptive filter coefficients. The following description focuses on a single microphone, and the other microphone follows a similar process.
7.1.3.2 Intuitive understanding of Stereo AEC

As illustrated in Fig. 7.1.3.1-1, assuming  is the truncated vector of the actual echo path impulse response in the near-end room, and  is the coefficient vector of the FIR filter. We define vector  as the filter misalignment vector. Ideally,

	(1)


The impulse responses of the distant room are denoted as  and , then substitute  and  into equation (1), and to do Fourier transformation as follows:

	 (2)














 and  are the Fourier transforms of and , and  are the Fourier transforms of  and , represents the Fourier transform of the signal source 𝒔. For the single-channel AEC, is zero, so as long as  is not zero at the frequency point of interest, ensuring  to zero enables the filter estimating the path perfectly. However, for stereo AEC,  must not be zero, and  as the distant sound source is not zero either. Hence, we can now simplify (2), giving

	 (3)


It can be seen from (3) that it is obviously impossible to deduce the conclusion of  and .
7.1.3.2.1 De-correlation based method for stereo AEC 
The de-correlation based method is a common solution for stereo AEC, the principles are described in the following. 
7.1.3.2.1.1 Analysis of stereo audio covariance matrix[1]
In practical scenarios, the length of the actual room impulse response is infinite, but the trailing amplitude is generally small, and the effective length of the amplitude is limited. The impulse response length of the far-end room is set as M, the impulse response length of the near-end room is set as N, and the adaptive filter coefficient length is set as L. The error signal at time n between the output signal of the adaptive filter and the desired signal can be expressed as

	 (4)
Use recursive least square error formula, giving

	 (5)
where  ( ) is an exponential forgetting factor. The minimization of (5) leads to the normal equation

	 (6)
Where 

		 (7)
is an estimate of the input signal covariance matrix and 

 	 (8)

is an estimation of the cross-correlation vector between the input and output signals. In this scenario, if  is not full rank, the normal equation does not have a unique solution, and the solution to the adaptive filter convergence may deviate from the actual room impulse response. Here examining the problem in terms of the sizes of the adaptive filter coefficient length (L) and the impulse response length of the distant room (M) so as to consider the uniqueness of the regularization equation solution.



Because the impulse response of the far-end length is infinite, L<M accords with the actual situation. Construct a new vector of length 2L, where  is the truncated vector of , giving

	 (9)
where

	 (10)

	 (11)





Hence, matrix  is non-singular from the perspective of the Wiener solution, and the adaptive filter in stereo AEC has a unique solution, however, due to the relatively small values of  and , the covariance matrix  is very ill-conditioned, exhibiting significant divergence in eigenvalues, resulting in a slow convergence rate of the adaptive filter. This is commonly referred to as the "non-uniqueness" issue in the multi-channel acoustic echo problems. Under the premise of , the misalignment of the solution is considered.



The length L of the adaptive filter is actually smaller than the impulse response length N of the near-end room. The near-end room impulse response  is divided into two parts, one is the vector  matching the first L points of the adaptive filter length, and the other is the trailing vector  with the length of N-L. At the same time, we make repeated supplementary definitions for the input signal to match the room impulse response length. After a series of derivation, the Wiener solution can be got as follows:

	 (12)

It can be concluded that the estimated adaptive solution is closely related to  from the point of view of Wiener solution.
7.1.3.2.1.2 Relationship between channel correlation and condition number of the covariance matrix[2]

From the above description, we can know that the coefficients of the adaptive filter are closely related to the norm of covariance matrix R, and further deduce that the condition number is used to measure the ill-conditioned degree of covariance matrix. The concept of matrix condition number is the product of the norm of the matrix and the norm of its inverse matrix, which is used to express the sensitivity of matrix calculation to error signals. Therefore, we use the condition number to establish the relationship between the correlation of stereo signals and the covariance matrix. Set , and the two-channel covariance matrix is thus given by

	 (13)





where  is the mathematical expectation operator, the  is the covariance matrix between the th and th channel. It is noted that for , a Toeplitz matrix is asymptotically equivalent to a circulant matrix if its elements are absolutely summable, giving in (13) as (14)

	 (14)









where is the Fourier matrix defined with elements .The matrix contains elements corresponding to the frequency bins, which are formed from the Discrete Fourier Transform (DFT) of the first column of .Letting  be the auto- and cross-correlation coefficients for and , respectively, establishing the relationship between  and  as follows

	 (15)
The covariance matrix R of stereo signal can be expressed as

 	 (16)


In this content, E-norm is used to represent the condition number  of matrix R. The E-norm is equivalent to the F-norm scaled by a factor . Through this transformation, the dependence of conditional number on L is eliminated. After a series of derivation, the condition number under E-norm is obtained as follows

 	 (17)

Use positive definite covariance matrix to diagonalize to calculate , giving


	 (18)
According to (15), We may now see that the square of the inter-channel coherence function at F frequency point can be expressed by the frequency spectrum of the input signal as

	 (19)
After a series of derivation, (18) can be further expressed as

	 (20)
7.1.3.2.1.3 Summary de-correlation based method

According to the description, the square of the condition number of covariance matrix R increases with the increase of the inter-channel coherence function , which means that the greater the inter-channel coherence, the greater the condition number of covariance matrix R, the more ill-conditioned matrix R, the greater the sensitivity of matrix calculation to error signals, and the more difficult it is for adaptive filters to solve coefficients. Therefore, in the multi-channel AEC, de-correlation of channel signals is a key step to the solution of adaptive filter coefficients, but this operation will bring sound quality degradation which should be balanced in this method.
]
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Conclusion
It is proposed to include section 2 into TR 26.933 as the chapter 7.1.3.1 Stereo AEC.
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