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1. Introduction
This contribution proposes to add a trackable pose information format related to Augmented Reality (AR) anchors to the Metadata formats in a sub section of section 6.2.

2. Reason for Change
An AR experience may require anchoring dedicated virtual content at several places of the user’s real environment.
For example, the SA1 TR 22.856 has identified the two following use cases requiring multiple anchoring for an AR application:
· A localized mobile Metaverse service (section 5.1 of TR 22.856) where a user has access to virtual content anchored to the location of some retail stores and restaurants within a station (e.g., store’s opening hours, personalized message)
· A spatial anchor enabler (section 5.4 of TR 22.856) where dedicated information is anchored to each ware of a seller

The support of multiple AR anchors is provided in the MPEG-I Scene Description by attaching the MPEG_anchor extension to the root nodes of a graph representing the XR scene. The device types supporting the SD-Rendering-glTF-Ext2 profile for the scene processing capabilities are then able to retrieve the anchor-related information to properly configure the XR Runtime for the detection and the tracking of the trackables related to the anchors.
Each trackable defines a XR space in which the virtual objects are positioned. The pose of that XR space (i.e., that trackable) may be retrieved from the XR Runtime by relying for example on the Khronos OpenXR xrLocateSpace() function. This function provides the physical location of a trackable in a base space at a specified time.
The proposed trackable pose information format may be used to transmit the poses of these trackables for example in the case of a shared XR scene between several users and/or in the case of a split rendering UE architecture.
It is proposed to change the name of the format of section 6.2.2 from “pose information to “view pose information” for a sake a clarity.
It is also proposed to add a reference to the AMD2 of MPEG-I Scene description, the definition of a XR space, and the definition of trackable and anchor objects as defined in MPEG-I Scene Description.

3. Proposal
It is proposed to agree the following changes to 3GPP TS 26.119.

[bookmark: _Hlk61529092]* * * First Change * * * *
[bookmark: _Toc151122879][bookmark: _Toc130832420][bookmark: _Toc132137244][bookmark: _Toc134709893][bookmark: _Toc151122903]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc151122880]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Anchor: real-world pose in the trackable space.
Frame of Reference: an abstract coordinate system whose origin, orientation, and scale are specified by a set of reference points 
Reference Points: geometric points whose position is identified both mathematically and physically.
Trackable: real-world object that can be tracked by the XR runtime.
XR Application: application running on an XR Device which offers an XR experience based on an XR Runtime
XR Device: a device capable of offering an XR experience.
XR Runtime: Set of functions provided by the XR Device to the XR Application in order to create XR experiences.
XR Runtime API: the API to communicate with an XR Runtime
XR Session: an application’s intention to present XR content to the user.
XR Space: a frame of reference in which the 3D coordinates of objects are expressed.
XR System: a collection of resources and capabilities from the XR Runtime exposed to the XR Application for the duration of the XR Session.
XR View: a rendered view of the scene generated by the XR Application and passed on to the XR Runtime during a running XR Session

* * * End of First Change * * * *

* * * Second Change * * * *
6.2	Metadata formats
[bookmark: _Toc130832421][bookmark: _Toc132137245][bookmark: _Toc134709894][bookmark: _Toc151122904]6.2.1	General
TBD
[bookmark: _Toc130832422][bookmark: _Toc132137246][bookmark: _Toc134709895][bookmark: _Toc151122905]6.2.2	View Pose information format
The view pose information is described by the poseInfo viewPoseInfo object.
The structure and the attributes of the poseInfo viewPoseInfo object are defined in Table 6.2.2-1. [Ed.note: table to be aligned with split rendering spec]
Table 6.2.2-1 -– View Pose pose information format
	Name
	Type
	Cardinality
	Description

	poseInfoviewPoseInfo
	Object
	1..n
	An array of view pose information objects, each corresponding to a target display time and XR space. 

	  displayTime
	number
	1..1
	The time for which the current view poses are predicted.

	  xrbaseSpaceId
	number
	0..1
	An identifier for the XR space in which the view poses are expressed. The set of XR spaces are agreed on between the split rendering client and the split rendering server at the setup of the split rendering session.
The set of XR spaces is negotiated as part of the split rendering configuration as defined in clause 8.4.2.2. [Ed: spec?]

	  viewPoses
	Object
	0..n
	An array that provides a list of the poses associated with every view. The number of views is determined during the split rendering session setup between the split rendering client and server, depending on the view configuration of the XR session.

	     pose
	Object
	1..1
	An object that carries the pose information for a particular view.

	        Orientation
	Object
	1..1
	Represents the orientation of the view pose as a quaternion based on the reference XR space.

	             X
	number
	1..1
	Provides the x coordinate of the quaternion.

	             Y
	number
	1..1
	Provides the y coordinate of the quaternion.

	             Z
	number
	1..1
	Provides the z coordinate of the quaternion.

	             W
	number
	1..1
	Provides the w coordinate of the quaternion.

	        Position
	Object
	1..1
	Represents the location in 3D space of the pose based on the reference XR space.

	             X
	number
	1..1
	Provides the x coordinate of the position vector.

	             Y
	number
	1..1
	Provides the y coordinate of the position vector.

	             Z
	number
	1..1
	Provides the z coordinate of the position vector.

	     Confidence
	number
	0..1
	This optional parameter provides a confidence score that reflects the probability for this pose prediction to be correct. For the current pose or a pose in the past, the confidence value would be 1. The confidence can take a value between 0 and 1.
If not provided by the XR runtime, this field may be estimated by the SRC or omitted. 

	     Fov
	Object
	1..1
	Indicates the four sides of the field of view used for the projection of the corresponding XR view.

	        angleLeft
	number
	1..1
	The angle of the left side of the field of view. For a symmetric field of view this value is negative.

	        angleRight
	number
	1..1
	The angle of the right side of the field of view.

	        angleUp
	number
	1..1
	The angle of the top part of the field of view.

	        angleDown
	number
	1..1
	The angle of the bottom part of the field of view. For a symmetric field of view this value is negative.


[bookmark: _Toc130832423][bookmark: _Toc132137247][bookmark: _Toc134709896][bookmark: _Toc151122906]
* * * End of Second Change * * * *

* * * Third Change * * * *


6.2.5 	Trackable pose Information Format
The trackable pose information is described by the trackablePoseInfo object.
For each predicted time, a trackablePoseInfo object provides the poses of the trackables of the Augmented Reality (AR) anchors used to insert virtual objects at several locations in the user’s real environment.
Each predicted pose provides an identifier to the XR space of that trackable and an identifier to a base space in which the pose is expressed.
The structure and the attributes of the trackablePoseInfo object are defined in Table xxx
Table xxx –Trackable Pose Information Format
	Name
	Type
	Cardinality
	Description

	trackablePoseInfo
	Object
	1..n
	An array of trackable pose information objects, each corresponding to a predicted time.

		predictedTime
	number
	1..1
	The time for which the current trackable poses are predicted.

		trackablePoses
	Object
	1..n
	An array that provides a list of the poses associated with every trackable.

			baseSpaceId
	number
	1..1
	An identifier for the XR base space in which the trackable poses are expressed. The set of XR spaces are agreed on at the setup of the session.
The set of XR spaces is negotiated as part of the configuration.

			trackableSpaceId
	number
	1..1
	A unique identifier of the XR space of the trackable that was agreed upon during session setup.

			pose
	Object
	1..1
	An object that carries the pose information for the trackable.

				orientation
	Object
	1..1
	Represents the orientation of the trackable pose as a quaternion based on the base space.

					x
	number
	1..1
	Provides the x coordinate of the quaternion.

					y
	number
	1..1
	Provides the y coordinate of the quaternion.

					z
	number
	1..1
	Provides the z coordinate of the quaternion.

					w
	number
	1..1
	Provides the w coordinate of the quaternion.

				position
	Object
	0..1
	Represents the position of the trackable pose based on the base space.

					x
	number
	1..1
	Provides the x coordinate of the position vector.

					y
	number
	1..1
	Provides the y coordinate of the position vector.

					z
	number
	1..1
	Provides the z coordinate of the position vector.

			confidence
	number
	0..1
	This optional parameter provides a confidence score that reflects the probability for this pose prediction to be correct. The confidence can take a value between 0 and 1.
If not provided by the XR runtime, this field may be estimated or omitted. 




* * * End of Changes * * * *

