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1. Introduction
In 3D avatar modeling, most of the latest excellent studies have used implicit neural networks to build more refined models. Compared with traditional representation, it describes a 3D avatar through formulas, which greatly enhances the convenience of 3D avatar representation and offers potential advantages in memory efficiency and high resolution.This document provides implicit neural avatar representation as an avatar representation format and solution.


1. Proposed Updates
6.2.2 Implicit Neural Avatar Representation 
Implicit Neural Representation (INR), is a continuous and differentiable signal representation method that can describe 3D objects or scenes with arbitrary topology and resolution. It describes the 3D avatar through formulas, which enhances the convenience of 3D avatar representation and provides potential benefits in terms of memory efficiency and achieving high-resolution representations. Commonly employed INRs include:

·  Occupancy Field: maps (a point sampled in 3D space) to an occupancy value {0, 1}. The occupancy value of 0 means that p is outside the contour, whereas a value of 1 means that p is inside the contour.
·  Signed Distance Function (SDF): maps (a point sampled in 3D space) to a signed distance. The sign indicates whether point p is inside (negative) or outside (positive) the watertight surface, and the amplitude represents the distance. 
·  Neural Radiance Field (NeRF): maps a continuous 5D coordinate to the volume density and view-dependent emitted radiance. Its input is a 3D location x = (x, y, z) and 2D viewing direction (Θ,Φ). Its output is an emitted color c = (r, g, b) and volume density (α).  
 

6.2.2.1 INR for Avatar Body Modeling 
Avatar body can be represented using a global implicit field or by dividing it into multiple parts, each assigned its implicit field, which are then combined. Part-based methods can be further classified into key-point-centered method, bone-centered method and self-supervised method. The avatar in the Implicit Neural Representation (INR) can be static or dynamic.

The input for INR avatar body modeling can be 2D information, such as PIFu [1], which proposes a pixel-aligned method aligning 2D pixels to 3D shape and allows the learned function to retain local details in the image. The input can also be 3D information, such as Neural Body [2], enabling dynamic avatar body reconstruction from sparse multi-view video.

Table X. A summary of representative works on INR-based avatar body modeling

	Publication
	INR Type
	Global/Part
	Dynamic
	Input
	Git

	O-Flow [3]
	Occupancy Field
	Global
	N
	3D
	https://github.com/autonomousvision/occupancy_flow

	NASA [2]
	Occupancy Field
	Part
	Y
	3D
	https://github.com/YuliangXiu/NASA.pytorch

	PIFu [1]
	Occupancy Field
	Part
	Y
	2D
	https://github.com/shunsukesaito/PIFu

	PlFuHD [4]
	Occupancy Field
	Global
	N
	2D
	https://github.com/facebookresearch/pifuhd

	Geo-PIFu [5]
	Occupancy Field
	Global
	N
	2D
	https://github.com/simpleig/Geo-PIFu

	Neural-GIF [7]
	SDF
	Part
	Y
	3D
	https://github.com/garvita-tiwari/neuralgif

	ICON [8]
	SDF
	Global
	N
	2D
	https://github.com/YuliangXiu/ICON

	Neural Body [2]
	NeRF
	Global
	Y
	3D
	https://github.com/zju3dv/neuralbody

	Animatable NeRF [9]
	NeRF
	Global
	Y
	3D
	https://github.com/zju3dv/animatable_nerf

	HumanNeRF [10]
	NeRF
	Global
	Y
	3D
	https://github.com/chungyiweng/humannerf




6.2.2.2 INR for Avatar Head Modeling 
For Avatar head and face modeling, the key task is to use implicit neural representation to drive rich and various facial expressions and emotions. The current works (e.g., HeadNeRF [11]) can extract latent codes, such as identify, expression, texture, and illumination from images and realize the implicit head or face representation considering shape, expression and hair. Another key point is hair modeling, hair modeled with computer graphic is stiff so it is valuable to use INR to create a refined and high-quality hair representation, for example, NeuralHDHair [12] introduce a hair growth model to generate the desirable hairstyle.
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Figure 1* Result from HeadNeRF [11]
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Figure 2* Result from NeuralHDHair [12]


1.  Proposal
We propose to include section 6 in the FS_AVATAR TR document as an avatar representation format and solution.
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