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1. Introduction
Facial animation plays a crucial role in natural and believable avatar interactions. This document provides mainstream techniques for avatar facial animation. 

1. Proposed Updates
6.3.X Existing Avatar Facial Animation Methods
Avatar facial animation is a depiction of a real human’s facial expression and emotions. There are various options to control and animate a 3D face. According to the technical roadmap, the existing facial animation methods can be broadly categorized into the following approaches:

Shape Interpolation: It represents facial deformations caused by expressions as a linear combination of a series of expression bases (blendshapes).

Parametric Model: It can identify any facial expression by a grouping of independent parameter values. It divides the facial geometry into parts and control each of them by parameters. For example, the main parameter for eyes are pupil size, eyebrow color and etc. Each expression parameter affects a set of vertices of the face model. 

FACS (Facial Action Coding System): FACS was proposed by Ekman and Friesen in 1978 [1] and has been updated in 2002 [2]. It describes all the possible movements that can be observed in the face based on face anatomy. Each component of a facial movement is called an Action Unit (AU), and each AU is identified by a number (AU1, AU3, AU20...). Facial expressions are generated by combining the AUs.

MPEG-4 Facial Animation: MPEG-4 specifies 3D face model by defining Facial Definition Parameter (FDP) and Facial Animation Parameter (FAP) [3]. FDPs define the topology of a three-dimensional facial model, enabling the calibration and normalization of the facial model. There are 84 facial feature points concentrated mainly in organs such as lips, eyes, eyebrows, and jaw. FAPs define facial expression actions, totaling 68 parameters. 
Two high-level parameters specifically define basic facial expressions and gaze (the movement status of the lips when a person pronounces sounds). Additionally, 66 low-level parameters are associated with FDP, collectively defining expression actions of key facial areas, such as blinking, frowning, and raising the corners of the mouth.

Performance Driven: This method extracts information from the real-time performance of facial movements and re-targeting it to a reconstructed explicit 3D face model. It aligns the facial landmarks of the model with those detected from the performer’s face in monocular image frames and calculates the deformed 3D coordinates of the face model.

Audio/Text Driven: It generally involves extracting speech features and using deep learning methods to learn the mapping relationship between phonemes and facial deformations.
i) Text/Speech Feature- Parameter Mapping: This method typically trains a neural network to 
learn the mapping between phonemes and parameters (e.g., 3D Morphable Model coefficients) for each frame, using the blendshape deformation method to obtain the final deformed face model. 
ii) Text/Speech Feature-Facial Landmarks Mapping: This method inputs both phoneme features 
and the coordinates of facial landmarks detected from video frames corresponding to the phonemes into a neural network. It learns the deformed coordinates of facial landmarks corresponding to the phoneme and uses the performance driving method to obtain the deformed 3D face model.

1. Proposal
We propose to include section 6 under subclause 3 in the FS_AVATAR TR document as a basis for future work.
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