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1. [bookmark: _Toc504713888]Introduction
In this contribution, we describe classical approaches for facial and body animation for Avatars.
1. Facial Animation
Humans are very sensitive to details of human faces as changes in facial form and motion are used as social cues. Facial expressions are affected by human emotions and convey a meaning. The facial anatomy is a complex structure that contains several layers of materials such as skin, muscles, and bones.
The first 3D parametric facial model that enables facial animation using a few parameters was designed in the 70s. The Facial Action Coding System (FACS), which was developed in 1978, established a description of the movements of the facial muscles, jaw, and tongue that is derived from an analysis of the facial anatomy. FACS includes 44 independent base actions, which can then be combined to generate the desired facial expression. 
The following table depicts a subset of these action units:	
[image: A list of different types of facial features

Description automatically generated]
The following table shows how a specific expression can be generated through combining some action units:
[image: A table with text and numbers

Description automatically generated]
This system is still widely used for muscle-based facial animations. However, it suffers from the fact that it can only describe localized actions, contrary to real facial expressions which follow global patterns. It also lacks support for temporal description of the actions. 
Blend shapes were introduced to mitigate some of these shortcomings. Blend shapes are a set of geometrical models, which can be used to create the desired facial expression through interpolation of the blend shapes. The following figure shows the interpolation equation for blend shapes:


B_kj is a matrix that provides the position of vertex j of blend shape k and w_k provides the weight assigned to that blend shape. The result of this interpolation is the actual position of that vertex v_j.
The following figure shows an example of a face in the neutral expression (left) and the face after applying the interpolation for desired facial expressions (right two).
[image: ]
An optimization operation is performed to design the blend shapes and the associated weight ranges to mimic human facial expressions as closely as possible.
More advanced usages of the blend shape approach introduce non-linear blending (e.g. using 2nd or 3rd order polynomials) rather than the linear interpolation approach to add support for natural animations that follow a curve pattern.
Recent developments in this field rely heavily on the usage of deep learning approaches to generate the facial expressions. FLAME (Faces Learned from Articulated Model and Expressions) is one such approach that learns face modelling from a data set of 4D facial and head scans. FLAME is based on blend shapes for the animation but with learned weights. It also attempts to learn the based model from a single capture/image, which simplified the registration process for new users.
Gaussian Avatars being the most recent trend build on approaches like FLAME and aim at producing rendered views for a given pose and capture. 
1. Body Animation
Body animation attempts to reproduce the body pose and motion in a natural manner. The movements of the animated Avatar must appear to be natural to the human observer, so for example, an elbow that bends in the wrong direction would appear very strange to the viewer. 
Most approaches rely on the skinning of the Avatar as trying to determine the position of each vertex of the body mesh independently would be impractical. Skinning relies on the presence of an internal/invisible articulated skeleton and a rigging approach that establishes a mapping between a vertex in the mesh and the associated joint in the skeleton. An articulated skeleton is a collection of links connected by joints in a hierarchical structure. The joint angles define the pose of the skeleton. So to animate the body, the joint angles are changed and applied hierarchically as a cascaded set of transforms to determine the position of each vertex on the rigged mesh.
The following figure depicts such a mesh and skeleton of the Avatar:
[image: A wireframe of a person with arms spread out

Description automatically generated]
The following figure depicts an example of the rigging process with hierarchical links and transformations to the associated vertices.
[image: A diagram of a child and parent

Description automatically generated]
1. Proposal
We propose to document the content of sections 2 and 3 in the Avatar TR26.813.
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