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6.3 	Existing 2D Avatar Representation
6.3 
6.3.1 	Introduction
A 2D avatar (or a 2D digital human) is a graphic representation of a digital human in the two-dimensional space. This representation has no depth and is usually created and viewed from a fixed point of view.  See the relevant ITU-T definitions quoted below for the ease of reference:
· Digital Human: A computer application that integrates the technologies of computer graphics, computer vision, intelligent speech and natural language processing, which could be used for digital content generation and human-computer interaction to help improve content production efficiency and user experience. [x1]
· 2D Digital Human: A digital human whose figure is a planar image and whose graphic content only contains information about horizontal and vertical dimensions. [x2]
In general, the complexity of creating 2D avatars is lower than that of 3D avatars.  It doesn't require the building of a complex mesh topology 3D base model nor the process of 3D rendering. Instead, a 2D avatar base model can be generated as a Deep Neural Network (DNN) using modern AI algorithms through the training data of recorded user videos. Unlike the 3D case, a 2D avatar base model doesn’t have visualizable representations directly, but can generate the visible animated avatar in the form of 2D videos driven by the input video, audio or text from the user.
Since the computational requirement for 2D avatars is generally lower than that for 3D ones, it's generally easier to provide lifelike appearance for 2D avatars in real-time. This makes 2D avatars as good substitutes to real persons' presence in business or professional scenarios.
On the other hand, since a 2D avatar doesn't have a 3D base model that can generate significant body movements and provide free viewports, it can only provide limited viewport (usually fixed) and gestures of the character. This makes it hard to support motional use cases like VR games, but it's quite suitable for the cases where the position and posture of the avatar is relatively fixed.
Depending on different types of driving input data, some exemplary use cases of 2D Avatars are given below: 
· A video-driven 2D Avatar can be used for video face swap or live selling anchor. 
· An audio-driven 2D Avatar can be suitable for news broadcasts, avatar-enabled voice calls or language switching in movies (e.g. using the Chinese audio track to drive the actor in an American drama to speak Chinese in a perfect lip-sync manner). 
· A text-driven 2D Avatar can represent a deaf-mute for barrier-free communication with normal people.

6.3.2 2D Avatar base model generation 
The process of 2D Avatar base model generation is to train a DNN model through a supervised learning algorithm. The result DNN model is the base model for a 2D Avatar. The training process is depicted in Figure X. 



[bookmark: _Ref150254144][bookmark: _Ref156479975]Figure X. 2D Avatar base model generation process (training)

The training process of a 2D Avatar takes three inputs as listed in Table A: the source image, the driving input, and the ground truth. The source image provides the baseline reference of the 2D Avatar representation in the form of a picture or a video. The ground truth video is the target output video of the 2D Avatar to be trained against. The source image should have the same character as in the ground truth video but not exactly the same appearance at the same time. For example, the lip shape or the facial expression can be different between the source image and the ground truth at a certain time point. The driving input can be video, audio or text depending on the target use cases (i.e., which type media is going to be used  for avatar animation at the inference stage). 
The relationship between the source image, driving input, and the ground truth are the following: 
· If the driving input is audio, the ground truth is the video where the character in the source image is talking as recorded in the audio [x3]. 
· If the driving input is video, the ground truth is the video where the character in the source image makes the same action [x4]. (In this case, the character in the driving input is usually different from the ones in the source image and the ground truth video for the use case of “face swap”.)
· If the driving input is text, the ground truth is the video where the character in the source image is talking the text content [x5].
A typical DNN used for the 2D Avatar has the encoder-decoder architecture. The encoder part is used to map the input to the embedding space, and the decoder apart is utilized to map the embeddings to the image space so as to generate the target 2D avatar video. A pre-processing function may be introduced to perform cropping, resizing, and normalization on the source image and the driving input data before injecting them into the DNN. It can be implemented inside or outside of the DNN. The loss function defines a measurement of the difference between the generated video and the ground truth video. The output of the loss function is used to perform the backpropagation to update the DNN parameters. 
Upon the training process completion, the converged DNN results as the base model of the 2D Avatar. The base model can be stored in an exchangeable format such as .pth (PyTorch [x6]), .onnx (ONNX [x7]), or .trt (TensorRT [x8]) files.
Considering different levels of generalization capabilities, 2D Avatar base models can be categorized in two groups: robust models and personalized models. A robust model provides good generalization capability that can support the animation of different target 2D avatar characters (designated by different source images). A personalized model is good at the animation of a particular target 2D avatar character but not others. A personalized model may be a fine-tuned model from a robust model. The cost of training a robust model is generally higher than that of a personalized model, since the former takes a lot more input training data and training time for different avatar characters. Based on the state-of-the-art implementations and typical hardware conditions, a robust model could be trained within a day, while a personalized model could be trained less than one hour. 

Table A. Training input data for 2D Avatar base model generation
	Training input data
	Description
	Requirements

	Source image
	The baseline reference of the 2D avatar character to be trained. 
	The character in the source image is the same as the one in the ground truth video, while the character’s actions (e.g. mouth movements or facial expressions) are generally different at the same point in time. It can be a picture or a video.

	Driving input
	The media content (video, audio, or text) to drive the animation of the 2D avatar character out of the DNN.
	The actions in the driving input are consistent with the ones in the ground truth video (e.g. the syllables of speaking match the mouth shape).

	Ground truth video
	The training target of the 2D avatar.
	The character in the ground truth video is consistent with the source image, and the character’s action is consistent with the one in the driving input.




6.3.3 2D Avatar animation 
The process of 2D Avatar animation is to generate the 2D video representation of the avatar through the inference process of the DNN base model driven by the input video, audio or text from the user. The inference process is depicted in Figure Y.



Figure Y. 2D Avatar animation process (inference)

The inference process takes two inputs as listed in Table B: the source image (or video) and the driving input data. The source image is used to specify the target avatar character to be driven. For example, a user can upload or pick from the repository a cartoon (or lifelike) character in the form of a short video in advance as the source video. The driving input may be the audio or video stream coming from the user during a real-time call or being pre-recorded. It can also be a text stream converted from audio signals. 
The generated video from the DNN is essentially the animated 2D Avatar, which can be further encapsulated, streamed and played with any existing video codecs (e.g. H.264/H.265) and deliver protocols (e.g. RTP).
Existing technologies can support real-time generation of 2D Avatars with considerable concurrency. For example, one typical GPU card with 65 TFLOPS computing power could support 16 concurrent 2D Avatar animations at the frame rate of 25 fps.

Table B. Inference input data for 2D Avatar animation
	Inference input data
	Description
	Requirements

	Source image
	It’s used to designate the target avatar character that the user expects to animate.
	It can be a static picture or a video that provided or selected by the user before the animation happens.

	Driving input
	The media content (video, audio, or text) to drive the animation of the 2D avatar character out of the DNN.
	It can come from the user during a real-time call or can be pre-recorded, or converted.
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