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Abstract of the contribution: This contribution proposes a new solution to KI#2.
Discussion 
KI#1 aims to provide solutions for enabling 5GC support for vertical federated learning (VFL) involving NWDAF and/or AF, where no raw data need to be exchanged but some level of coordination is still required when training and inference are performed on local models. 
This key issue aims to provide solutions for enabling 5GC support for vertical federated learning (VFL) involving NWDAF and/or AF, where no raw data need to be exchanged but some level of coordination is still required when training and inference are performed on local models. In particular, datasets used for each local model need to share the same samples while holding different features.
In Rel-18, ML model sharing between NWDAFs has been studied as a part of Horizontal Federated Learning. However, federated learning between NWDAF and AF has not been studied (e.g. when the NWDAFs and/or AFs are in different domains, locations, regions etc).
Vertical Federated Learning (VFL) can be considered as an alternative mechanism for distributed functionalities of an ML model. Note that, as scoped in Rel-19, NWDAF and/or AF may be involved for VFL.
This Key Issue aims to study architecture enhancement to support VFL, which allows the cooperative AI/ML training and inference with the following aspects:
-	Identify VFL use cases and under which conditions, and for which entities these VFL use cases show that VFL is justified to train ML models.
-	Whether and how to support architecture enhancement for supporting VFL for model training and/or inference. In particular:
-	Whether and how the existing NF discovery and selection needs to be enhanced.
-	Whether and how ML Model training and/or inference related procedures need to be enhanced to support VFL.
-	Whether and how to do performance monitoring for the ML model trained via VFL.
-	Whether and how to provide ML Models to the participants in the VFL training process.
-	How to support sample and feature alignment among the participating network entities when performing VFL.
NOTE 1: 	Application layer-based VFL requiring communication between AFs and/or UEs application client, is out of scope.
NOTE 2:	During the study on this KI, consultation with SA WG3 is required for handling security aspects.
NOTE 3:	RAN and UE aspects are out of scope.
NOTE 4:	The existing procedures defined for Horizontal FL in TS 23.288 [5] will be taken into account when studying the procedure for VFL.
This document proposes a solution to enable VLF involving the NWDAF and the AF, in both scenarios a) the NWDAF is the coordinator and b) AF is the coordinator as in use case#5. This solution is also applicable to enable VFL involving the NWDAF(s) as in use case #4.
Proposal
It is proposed to update TR 23.700-84 as described below.
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Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
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Editor's note:	This clause will describe the solution principles and architecture assumptions for corresponding key issue(s). Sub-clause(s) may be added to capture details.
This solution describes how to enable ML Model training and inference using VFL with the following characteristics:
- 	ML Model training is distributed.
-	Each participant in the ML Model training for an AnalyticsID has its own local ML model for that AnalyticsID, 
-	Each participant in the ML Model training for an AnalyticsID trains the ML Model using its own list of data features, that may not be known to the any of the other participants. This enables training using operator or vendor specific data features and is likely to happen if VFL participants resides in different domains.
- 	No global trained ML Model of an AnalyticsID is stored in one single place. This is under the assumption that the data is private for each local model is private, as such there is no intention to merge the local models into one single place)
- 	Inference of an AnalyticsID is distributed and the combination of the results of the inference performed by the different participants. 
Editor´s Note: How to do performance monitoring for the ML model trained via VFL is FFS.
Editor´s Note: Whether and how to provide ML Models to the participants in the VFL training process.
[bookmark: _Hlk158287640]6.X.1.1	Terminology
The terminology described in clause 3.1 applies. 
VFL Active participant: The same as in clause 3.1, in addition the VFL Active Participant is also involved in other VFL tasks such as inference. 
VFL Passive participant: The same as in clause 3.1, in addition the VFL Active Participant is also involved in other VFL tasks such as inference, whether its feature set overlaps with the feature set of other passive participants or not is determined dueting the preparation phase for training.There can be multiple passive participants in VFL. 
Output from passive participants, during prediction/forward propagation in neural networks is named Activations, which is used throughout the document.
Activations: It refers to the output produced when performing forward propagation by one layer that is input to the next layer of a neural network. The activation is produced by the VFL participant then sent to the active VFL participant as input to the process to produce output.
Output from active participant towards passive participants during re-calibration/backward propagation in neural networks is named Gradients, which is used throughout the document. 
Gradients: It refers to the result produced when performing backward propagation. 
Loss function:  It refers to the difference between the output and the real label and is used to update the active participant’s model part and sending gradients to passive participants to be able to update their local models.
ML feature: Features are the input data for a ML model, for each AnalyticsID defined in TS 23.288 a list of input data is defined.  An example of the ML feature for a video Quality of Experience (QoE) estimation task would be underlying QoS parameters such as packet delay, packet loss or throughput. Some ML features may not be available for all VFL participants, or may not be specified e.g. vendor specific.
Sample alignment: It ensures that all the VFL participants has common samples when training ML models.
VFL Coordinator: The VFL coordinator coordinates the training process in VFL, it handles the task of selecting the participants in the VFL process.  
For the purpose to align with terminology used for Federated Learning in 23.288, the FL Server with VFL capability is used to refer to the NF that plays the role of the VFL Coordinator and active VFL participant and FL Client with VFL Capabilities is used to refer to the NF that plays the role of passive VFL participant.
6.X.2	Procedures
6.X.2.1 	NWDAF acts as FL Server with VFL capabilities

Figure 6.x.2.1-1. VFL training and inference when NWDAF (MTLF) acts as a FL Server with VFL capabilities. 
Step 1. AFs and NWDAFs with VFL capabilities register to NRF its NF profile that includes whether it can act as a FL server or client with VFL capabilities, and per supported AnalyticsID, the type of intermediate results to allow interoperability, optionally the supported data sample types by the NF for this AnalyticsID and the list of supported features by the NF. The list of supported features is optional to cover e.g., interdomain scenarios where an AF may not share its features with the MNO or vice versa. The list of supported data samples is optional to cover the case where the AnalyticsID has implicit some data sample types. The NF profile is described in clause 6.x.2.3.
Step 2a. A subscription to an AnalyticsID to an NWDAF (AnLF) for which no ML Model can be obtained but a distributed ML Model inference applies, triggers the subscription to be forwarded to an NWDAF (MTLF) to perform ML Model training using VFL, if not trained then inference, step 3 follows.
Step 2b. Local configuration at NWDAF (MTLF) indicates that an ML Model for an AnalyticsID is to be trained using VFL.
Step 3. The NWDAF (MTLF) acting as a FL Server with FL capabilities NWDAF perform discovery of FL Client(s) with VFL capabilities for that AnalyticsID, optionally per AnalyticsID the list of ML features that the AF uses for training of the local model, the type of intermediate results and the type of supported data sampls. The FL Clients may be other NWDAFs (MTLFs), in that case step 4b follows. or some AFs, in this case step 4a follows, whether to select NWDAF or AF as FL Clients depends on the AnalyticsID where the data for this AnalyticsID is available..
Step 4a. The FL Server NWDAF selects the candidate FL Client(s) AFs that can train the ML Model including the list of samples to be used for the training, a FL client AF that accepts to join the VFL training also accepts to use the list of samples provided by the FL Server. The FL server NWDAF may also include the list of features that should be used for the training, a FL client AF that accepts to join the VFL training also accepts to use the list of features provided by the FL Server NWDAF, then step 5a follows to initiate the ML Model training.
Step 4b. The FL Server NWDAF selects the candidate FL Client(s), NWDAFs that can train the ML Model the same sample and feature alignment applies, then step 5b follows to initiate the ML Model training.
Step 5a, The NWDAF (MTLF) acting as a FL Server NWDAF with VFL capabilities requests the selected FL Clients with VFL capabilities AF to participate in the model training for an Analytics ID, the initial ML Model is available at both the FL Server NWDAF and FL Client(s) AF. Each FL Client trains the local ML Model with the local input features and transmit the intermediate results to the FL Server to compile outputs, calculate the loss and determine when the training process ends. If the ML Model training was triggered by local configuration, the procedure ends here. If the ML Model training was triggered by a subscription to an AnalyticsID, then inference follows in step 7a
Step 5b, The NWDAF (MTLF) acting as a FL Server NWDAF with VFL capabilities requests the selected FL Clients with VFL capabilities NWDAF(s) to participate in the model training for an Analytics ID, the initial ML Model is available at both the FL Server and FL Client(s) NWDAFs. The same training process as in step 5a applies, when the FL Serve NWDAF determines that the ML Model training is completed, then if the ML Model training was triggered by an subscription to an AnalyticsID, then inference follows in step 7b, otherwise it ends here.
Step 6. Same as step 2a, but the NWDAF (MTLF) knows that the ML Model is trained, then performs distributed inference, step 7a follows if the NWDAF does inference with the AF(s), step 7b follows if the NWDAF does inference with other NWDAF(s).
Step 7a, The NWDAF(MTLF) performs inference with the same VFL participants as in step 5a, The NWDAF indicaes the list of samples that are used for inference, each FL Client performs ML Model inference with the local input features and transmit the intermediate results to the FL Server that compile the intermediate results and determines the Analytics outputs to be provided to the consumer.
Step 7b, The NWDAF(MTLF) performs inference with the same VFL participants as in step 5b, then produces the outputs.
Step 8. The NWDAF(MTLF) provides the AnalyticsID output to the consumer that can be the NWDAF(AnLF) or the consumer, if indicated by NWDAF (AnLF).
6.X.2.2 	AF acts as FL Server with VFL capabilities


Figure 6.x.2.2-1. VFL training and inference when the AF acts as a FL Server with VFL capabilities. 
Step 1. Same as step 1 in figure 6.x.2-1, the AF is the NF that registers to NRF possibly via NEF. The NEF translates the identification of the samples such as UE identifier or External Group Id into the internal identification of the samples, such as SUPI or Internal Group Id.
Step 2. Same as Step 2b in figure 6.x.2-1, the local configuration resides at the AF.
Step 3. Same as Step 3 in figure 6.x.2-1, the FL Server with FL capabilities AF perform discovery of FL Client NWDAF with FL capabilities for that AnalyticsID to NRF possibility via NEF.
Step 4. Same as Step 4a in figure 6.x.2-1, The FL Server AF selects the candidate FL Client NWDAF also do sample alignment and may perform feature alignment, the 
Step 5, Same as Step 5a in figure 6.x.2-1, The FL Server AF with VFL capabilities requests the selected FL Client with VFL capabilities NWDAF to participate in the model training for an Analytics ID, the initial ML Model is available at both the FL Server AF and FL Client NWDAF. 
Step 6, The AF performs inference with the same VFL participants as in step 5, then produces the outputs.
6.x.2.3	VFL capabilities within NF profile
The passive participants such as the AF or the NEF (on behalf of the AF) or the NWDAF registers its VFL capabilities into NRF:
· FL capability information (extending existing one), whether the AF or NWDAF can act as a FL Server with VFL Capabilities or FL Client with VFL Capabilities or both. (MANDATORY).
· If FL capability information indicates that the AF or NWDAF can perform VFL then the AF or NWDAF provide the list of AnalyticsIDs that can train. Per AnalyticsID the AF provides:
- 	Interoperability information such as, VFL training method (e.g. neural networks, XGBoost, etc).
- 	Dimensionality of the intermediate results (e.g. number of samples and number of nodes)
-	Whether the FL Server with VFL Capabilities can receive labels from FL Client with VFL Capabilities or not (when supervised learning applies).
-	(Optional). The list of supported ML features. 
-	Other parameters that are listed in clause 6.2A.1 in TS 23.502,
Editor's note:	Whether additional parameters are needed in the VFL profile is FFS.
6.x.2.4	Training procedure 
The training process in VFL including agreement between the FL server and the FL clients on the training method is illustrated below. The training process is repeated until the server decides to terminate it based on the local constraints that are set by the server and distributed to the clients.
When the ML Model is trained, the active participant notifies the passive participants that there is a trained ML Model available and that the training process has finalized. If the active or passive participant detect that there are changes e.g. in the input data, then it may trigger a re-training, not shown in the figure.
6.x.2.4.1	NWDAF as FL Server with VFL capabilities 
In this procedure NWDAF is the active participant that has the label, i.e., that is determined by NWDAF based on existing OAM provided KPIs related to QoE such packet loss or packet delay as some more listed in clause 6.4 of TS 23.288 [5].  


Figure 6.x.2.4.1-1. VFL training - NWDAF is the FL Server with VFL capabilities, and the AF(s) are the FL Clients with VFL Capabilities

0- 	The NWDAF with MTLF decides to train the ML model using VFL.
1- The NWDAF with MTLF selects the participant AF(s) including alignment of data samples among all of the participants, ensuring interoperability of intermediate results (e.g., for a neural network, this is the maximum dimensionality of the matrix acceptable by the passive part).
2- The NWDAF with MTLF sends a request to each selected participant AF participate in VFL. using  Nnef_MLModelTraining_Request (new) (for VFL training inter-domain) or Naf_MLModelTraining_Request (new) (for VFL training intra-domain), including the AnalyticsID, requests to train and a maximum response time.
3- The AF, and each AF if there are more than one participant  trains the local ML model with the local input features, as part of this training the AF may collect input data if it is not available, using procedures outside 3GPP scope. 
4-  Each AF participant transmits the output of the training to the NWDAF, this output is the intermediate results (e.g. activations) using  Nnef_MLModelTraining_Response (for VFL training inter-domain) or Naf_MLModelTraining_Response (for VFL training intra-domain), before transmitting the intermediate output, the AF needs to ensure that user consent was provided by the end user or the AF ensures that a privacy preserving method is applied.
NOTE: Any privacy preserving method for sharing intermediate results is to be defined by SA3.
5- The NWDAF with MTLF produces an output using the collected intermediate outputs from all the AF participants, it calculates the loss function value based on its own local model and the label. 
6- The NWDAF with MTLF updates its own local model, calculates an intermediate result (e.g., gradients) that is provided to each AF participant.
7-  Each AF participant updates it local model based on the intermediate result (e.g., gradients) provided by NWDAF with MTLF, computes new intermediate outputs that are provided to the NWDAF as described in step 4.
Steps 4 to 7 are repeated until NWDAF determines that the gradients are good enough to stop the ML model training. 
8- The NWDAF with MTLF sends a notification that the ML Model is trained to each selected participant AF using  Nnef_MLModelTraining_Info (new) (for VFL training inter-domain) or Naf_MLModelTraining_Info (new) (for VFL training intra-domain), including the AnalyticsID, and the indication that the ML Model is trained. 

6.x.2.4.2	AF as FL Server with VFL capabilities
In this procedure the AF is the active participant that has the label, i.e, the AF collects QoE metrics obtained at the application layer, e.g., user opinion scores per video session per given time interval, the AF determines the perceived QoE that is used as label. The NWDAF is a passive participant that trains the local model based on the ML features e.g. input data for performance measurements provided by 5GC or OAM RAN KPIs or MDAS to NWDAF as those defined in TS 23.288, but not excluding other measurements.



Figure 6.x.2.4.2-1. VFL training - AF acts as VFL Coordinator

0. The AF decides to train the ML model using VFL, e.g. due to the need to collect input data from the MNO.

1. The AF selects the participant NWDAF including alignment of data samples among all of the participants ensuring interoperability of intermediate results (e.g., for a neural network, this is the maximum dimensionality of the matrix acceptable by the passive part).
2. The AF sends a request to the NWDAF to participate in VFL. using  Nnef_MLModelTraining_Request (new) (for VFL training inter-domain) or Nnwdaf_MLModelTraining_Request (for VFL training intra-domain), including the AnalyticsID, indicating that training of the local model is requested,  the list of samples result of the sample alignment in step 2,  a maximum response time, the NWDAF does not include any AF features in the training request.
3.  The NWDAF trains the local ML model with the local input features, as part of this training the NWDAF may collect input data if it is not available as defined in TS 23.288. 

4. The NWDAF transmits the output of the training to the AF. this output is the intermediate results (e.g. activations) using Nnwdaf_MLModelTraining_Response that if the AF is outside the MNO domain is provided by NEF to the AF using using  Nnef_MLModelTraining_Response (for VFL training inter-domain, before transmitting the intermediate output, the NWDAF needs to ensure that user consent was provided by the end user via UDM or the NWDAF ensures that a privacy preserving method is applied.
NOTE: Any privacy preserving method for sharing intermediate results is to be defined by SA3.
5. The AF produces an output using the collected intermediate outputs from NWDAF together with the result of the training of the local model, updates the local model and calculates the loss function. 
6.  The AF calculates an intermediate result (e.g., gradients) that is provided to the NWDAF participant.
7.   The NWDAF as passive participant updates its local model or adjust the training settings based on the intermediate result (e.g. gradients) provided by AF, computes new intermediate outputs that are provided to the NWDAF as described in step 4.

Steps 4 to 7 are repeated until AF determines that the intermediate results (e.g., gradients) are good enough to stop the ML model training.
8-  The AF sends a notification that the ML Model is trained to the NWDAF that participated in VFL training using  Nnef_MLModelTraining_Info (new) (for VFL training inter-domain) or Naf_MLModelTraining_Info (new) (for VFL training intra-domain), including the AnalyticsID, and the indication that the ML Model for this AnalyticsID is trained. 
6.x.2.5	Inference procedure 
The inference process occurs once the training process has been done, the participants know that there is a ML Model for an AnalyticsID trained and involves the same active and passive participants as in the training, the differences between the VFL training and inference are that both a) the active participant do not check the labels, and as such not intermediate results are sent to the passive participants to repeat the process and b) the inference is triggered by the NWDAF (AnLF) or by the AF.
6.x.2.5.1	NWDAF(AnLF) triggers the inference procedure
The NWDAF can also initiate the inference procedures for a ML Model that is trained with active and passive NWDAFs, but it is not shown in the figure below. Note that there may be NWDAF that contains an MTLF and AnLF, as such the interface between both will be internal to the NFs.



Figure 6.x.2.5.1-1. NWDAF (AnLF) triggers the inference procedure

1. The NWDAF (AnLF) receives a request or subscription to AnalyticsID, the AnalyticsID needs data from the AF to be able to provide inference/predictions to the consumer. The NWDAF (AnLF) has no ML Model available then it finds a NWDAF(MTLF) that has a trained ML Model using VFL with the AF or supports training a ML Model using VFL with the AF for this AnalyticsID.
2. The NWDAF (AnLF) forwards the requests or subscription to the NWDAF (MTLF) to perform inference, it may request to send the inference directly to the consumer.
3. The NWDAF (MTLF) knows that there is a trained ML Model for this AnalyticsID sing VFL that uses the input data from the AF for the same samples that were included in the Analytics request, otherwise it performs training first as in 6.x.2.4.1. 
4. The NWDAF (MTLF) then initiates the inference procedure using  Nnef_MLModelInference_Request (new) (for VFL inference inter-domain) or Naf_MLModelInference_Request (new) (for VFL training intra-domain), including the AnalyticsID, list of samples and a maximum response time.
5.  The AF, and each AF trains the local ML model with the local input features, as part of this training the AF may collect input data if it is not available, using procedures outside 3GPP scope. Each AF participant transmits the output of the training to the NWDAF using  Nnef_MLModelInference_Response (for VFL training inter-domain) or Naf_MLModelInference_Response (for VFL training intra-domain), before transmitting the intermediate output, the AF needs to ensure that user consent was provided by the end user or the AF ensures that a privacy preserving method is applied.
NOTE: Any privacy preserving method for sharing intermediate results is to be defined by SA3.
6. The NWDAF (MTLF) produces an output using the collected intermediate outputs from all the AF participants and itself.
7. The NWDAF (MTLF) provides the Analytics results to either the NWDAF (AnLF) or directly to the consumer as requested in step 1.
6.x.2.5.2	AF triggers the inference procedure



Figure 6.x.2.5.2-1. The AF triggers the inference procedure.

1. The AF performs analytics, then knows that data is needed from NWDAF, but instead a trained ML Model for these analytics using VFL with NWDAF is available for the same samples as the analytics request. The AF decides to ask NWDAF to perform inference of an AnalyicsID based on their local data for a list of samples.
2. The AF sends a request to perform inference to NWDAF (MTLF), possibly via NEF, using Nnef_MLModelInference_Request (new) (for VFL inference inter-domain) or Nnwdaf_MLModelInference_Request (new) (for VFL training intra-domain), including the AnalyticsID, list of samples and a maximum response time. The NEF translates the list of samples, e.g. GPSIs or External-Group-Id into SUPIs and Internal-Group-Id.
3.  The NWDAF (MTLF) performs inference using the local trained ML model with the local input features. The NWDAF transmits the output of the inference to the AF using  Nnef_MLModelInference_Response (for VFL training inter-domain) or Nnwdaf_MLModelInference_Response (for VFL training intra-domain), before transmitting the intermediate output, the NWDAF needs to ensure that user consent was provided by the end user or the AF ensures that a privacy preserving method is applied.
NOTE: Any privacy preserving method for sharing intermediate results is to be defined by SA3.
4. The AF produces an output using the collected intermediate inference outputs from the NWDAF and the AF. An Analytics results is available at the AF that takes the NWDAF input data into account.

6.X.3	Impacts on services, entities and interfaces 

AF:
- 	Support for new Naf service operations for training .
NWDAF with MTLF 	:
- 	 Updates Nnwdaf_MLModelTraining service to e.g. provide intermediate results.
-	Updates Nnwdaf_MLModelTraining to include a new service operation to notify the participants in the VFL training that a trained ML Model is available.
- 	New Nnwdaf_MLModelInference service to e.g. provide intermediate inference results.
NEF:
- 	Support for new Nnef  service operations for training .

Editor's note:	Whether additional impacted NFs or NF services is FFS.

3GPP
image1.emf
NEF NRF

FL Server  

NWDAF

1- AFs registration to NRF including VFL capabilities for an AnalyticsID,

FL Client 

AF

3-FL Server NWDAF discovers NFs supporting VFL capabilities for an 

Analytics ID 

4a- VFL preparation phase, sample alignment, feature alignment and selection of VFL participants 

          5a- VFL training

             7a- VFL inference

NWDAF 

(ANLF)

Consumer

2a. Nnwdaf_AnalyticsSubscription

2b. Local configuration 

1- NWDAFs registration to NRF including VFL capabilities for an AnalyticsID

                                                  8- Nnwdaf_AnalyticsSubscription_Notify

2a. Nnwdaf_AnalyticsSubscription

                                                   8- Nnwdaf_AnalyticsSubscription_Notify

FL Client 

NWDAF

4b- VFL preparation phase, sample 

alignment, feature alignment and 

selection of VFL participants 

          5b- VFL training

          7b- VFL training

6. Nnwdaf_AnalyticsSubscription

6. Nnwdaf_AnalyticsSubscription


Microsoft_Visio_Drawing.vsdx
NEF
NRF
FL Server  NWDAF
1- AFs registration to NRF including VFL capabilities for an AnalyticsID,
FL Client AF
3-FL Server NWDAF discovers NFs supporting VFL capabilities for an Analytics ID
4a- VFL preparation phase, sample alignment, feature alignment and selection of VFL participants
5a- VFL training
7a- VFL inference
NWDAF (ANLF)
Consumer
2a. Nnwdaf_AnalyticsSubscription
2b. Local configuration
1- NWDAFs registration to NRF including VFL capabilities for an AnalyticsID
8- Nnwdaf_AnalyticsSubscription_Notify
2a. Nnwdaf_AnalyticsSubscription

8- Nnwdaf_AnalyticsSubscription_Notify
FL Client NWDAF
4b- VFL preparation phase, sample alignment, feature alignment and selection of VFL participants
5b- VFL training
7b- VFL training
6. Nnwdaf_AnalyticsSubscription
6. Nnwdaf_AnalyticsSubscription




image2.emf
FL Server 

AF

NEF NRF

1- AFs registration to NRF including VFL capabilities for an AnalyticsID,

3-FL Server AF discovers NFs supporting VFL capabilities for an AnalyticsID

4- VFL preparation phase, sample alignment, feature alignment and selection of VFL participants 

          5- VFL training

             6- VFL inference

2b- Local configuration 

1- NWDAFs registration to NRF including VFL capabilities 

for an AnalyticsID

FL Client 

NWDAF


Microsoft_Visio_Drawing1.vsdx
FL Server AF
NEF
NRF
1- AFs registration to NRF including VFL capabilities for an AnalyticsID,
3-FL Server AF discovers NFs supporting VFL capabilities for an AnalyticsID
4- VFL preparation phase, sample alignment, feature alignment and selection of VFL participants
5- VFL training
6- VFL inference
2b- Local configuration
1- NWDAFs registration to NRF including VFL capabilities for an AnalyticsID
FL Client NWDAF



image3.emf
FL Client 

AF

NEF

NWDAF 

(MTLF)

1. Participants selection

2. Naf_MLModelTraining_Request  2. Nnef_MLModelTraining_Request

5. Concatenate intermediate outputs, 

calculate loss function, 

update ML model, 

decide if the ML training process continues

Repeat

FL Client

AF

7. Update local model, 

Perform local model training

4. Naf_MLModelTraining_Response (Intermediate output) 4. Nnef_MLModelTraining_Response (Intermediate output) 

6. Naf_MLModelTraining_Request  6. Naf_MLModelTraining_Request 

0. VFL training triggered by NWDAF, 

according to e.g. local configuration 

(e.g. AnalyticsID requests input data 

outside operators domain)

3. Local Model 

training

3. Local Model 

training

8. Naf_MLModelTraining_Info  8. Nnef_MLModelTraining_Info (AnalyitcsID, model trained)


Microsoft_Visio_Drawing2.vsdx
FL Client 
AF
NEF
NWDAF (MTLF)
1. Participants selection
2. Naf_MLModelTraining_Request
2. Nnef_MLModelTraining_Request
5. Concatenate intermediate outputs, calculate loss function, 
update ML model, 
decide if the ML training process continues
Repeat
FL Client
AF
7. Update local model, 
Perform local model training


4. Naf_MLModelTraining_Response (Intermediate output)
4. Nnef_MLModelTraining_Response (Intermediate output)


6. Naf_MLModelTraining_Request
6. Naf_MLModelTraining_Request


0. VFL training triggered by NWDAF, according to e.g. local configuration (e.g. AnalyticsID requests input data outside operators domain)
3. Local Model training
3. Local Model training
8. Naf_MLModelTraining_Info
8. Nnef_MLModelTraining_Info (AnalyitcsID, model trained)





image4.emf
4. Nnwdaf_MLModelTraining_Response (intermediate result)

2. Nnwdaf_MLModelTraining_Request (AnalyticsID, list of samples, indication to train the local model)

AF

NEF

NWDAF 

(MTLF)

0. VFL training triggered at the AF

1. Participants selection and 

sample alignment

2. Nnef_MLModelTraining_Request 2. Nnwdaf_MLModelTraining_Request

4. Nnef_MLModelTraining_Response (intermediate results) 4. Nnwdaf_MLModelTraining_Response (intermediate result)

5. Concatenate intermediate results

Calculate loss using the label

Decide if training continues

7. Update ML model 

training/

Adjust setting for training

Repeat

6. Nnef_MLModelTraining_Request  (intermediate results)

6. Nnef_MLModelTraining_Request 6. Nnwdaf_MLModelTraining_Request

3- Local model training

8. Nnwdaf_MLModelTraining_Info (AnalyticsID, list of samples, indication that ML Model is trained)

8. Nnef_MLModelTraining_Info 8. Nnwdaf_MLModelTraining_Info


Microsoft_Visio_Drawing3.vsdx
4. Nnwdaf_MLModelTraining_Response (intermediate result)
2. Nnwdaf_MLModelTraining_Request (AnalyticsID, list of samples, indication to train the local model)
AF
NEF
NWDAF (MTLF)
0. VFL training triggered at the AF
1. Participants selection and sample alignment
2. Nnef_MLModelTraining_Request
2. Nnwdaf_MLModelTraining_Request
4. Nnef_MLModelTraining_Response (intermediate results)
4. Nnwdaf_MLModelTraining_Response (intermediate result)
5. Concatenate intermediate results
Calculate loss using the label
Decide if training continues
7. Update ML model training/
Adjust setting for training
Repeat
6. Nnef_MLModelTraining_Request  (intermediate results)
6. Nnef_MLModelTraining_Request
6. Nnwdaf_MLModelTraining_Request
3- Local model training
8. Nnwdaf_MLModelTraining_Info (AnalyticsID, list of samples, indication that ML Model is trained)
8. Nnef_MLModelTraining_Info
8. Nnwdaf_MLModelTraining_Info



image5.emf
AF

NEF

NWDAF 

(MTLF)

AF

4. Inference request (AnalyticsID, samples) 4. Inference request (AnalyticsID, samples)

3 The NWDAF knows that an ML 

Model(s) for an AnalyticsID is trained 

using VFL

NWDAF 

(AnLF)

2. Nnwdaf_AnalyticsSubscribe

5. Inference intermediate results

5. Inference intermediate results

6. Combine inference

intermediate results

7. Nnwdaf_AnalyticsSubscribe_Response

Consumer

1. Nnwdaf_AnalyticsSubscribe

7. Nnwdaf_AnalyticsSubscribe_Response

7. Nnwdaf_AnalyticsSubscribe_Response


Microsoft_Visio_Drawing4.vsdx
AF
NEF
NWDAF (MTLF)
AF
4. Inference request (AnalyticsID, samples)
4. Inference request (AnalyticsID, samples)


3 The NWDAF knows that an ML Model(s) for an AnalyticsID is trained using VFL
NWDAF (AnLF)
2. Nnwdaf_AnalyticsSubscribe
5. Inference intermediate results
5. Inference intermediate results


6. Combine inference
intermediate results
7. Nnwdaf_AnalyticsSubscribe_Response
Consumer
1. Nnwdaf_AnalyticsSubscribe
7. Nnwdaf_AnalyticsSubscribe_Response
7. Nnwdaf_AnalyticsSubscribe_Response



image6.emf
3.Inference response (Nnwdaf/Nnef_MLMoelInference_Response (Analytics intermediae utput)

2. Inference request (Nnwdaf/Nnef_MLModelInference_Request (AnalyticsID, list of samples)

AF

NEF

NWDAF 

(MTLF)

Inference needed, trained ML Model is 

available (VFL applies)

4. Concatenate intermediate 

results, derive analytics


Microsoft_Visio_Drawing5.vsdx
3.Inference response (Nnwdaf/Nnef_MLMoelInference_Response (Analytics intermediae utput)
2. Inference request (Nnwdaf/Nnef_MLModelInference_Request (AnalyticsID, list of samples)
AF
NEF
NWDAF (MTLF)
Inference needed, trained ML Model is available (VFL applies)




4. Concatenate intermediate results, derive analytics



