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Abstract of the contribution: This contribution aims at providing a summary of the key aspects to be handled for resolving KI#18, based on the inputs from the companies in the agenda item 20.6.18, and structured into solution variants that each focus on a different aspect answering one key point of the Key Issue description. Individual solutions are not documented, detailed flows and specific architectures are not described at this stage, to first mature the concepts through discussion. 
1. Discussion
This solution consolidates the architectural proposals for Key Issue #18 (AI for 6G Architecture) based on 47 individual contributions (see Appendix X.18) submitted to SA2#173. These contributions have been analyzed and mapped against the requirements of KI#18 Bullets 1 through 9, covering AI Agent Architecture, Intent Handling, Distributed AI, and Operator Governance.
The following contributions form the basis of this merged solution: S2-2600070 (Jio Platforms), S2-2600076 (ZTE), S2-2600077 (ZTE), S2-2600086 (China Mobile), S2-2600087 (China Mobile), S2-2600097 (China Mobile, Rakuten, CATT, Huawei), S2-2600123 (ETRI), S2-2600157 (IIT Bombay), S2-2600167 (Jio Platforms), S2-2600182 (Huawei, HiSilicon), S2-2600184 (OPPO), S2-2600185 (OPPO), S2-2600189 (Jio Platforms), S2-2600194 (MediaTek Inc.), S2-2600207 (Oracle), S2-2600215 (Jio Platforms), S2-2600221 (Lenovo), S2-2600222 (Google), S2-2600234 (ETRI, LG Uplus, SK Telecom, Ewha), S2-2600244 (Ericsson, AT&T, T-Mobile USA, Verizon), S2-2600285 (vivo), S2-2600286 (vivo), S2-2600287 (vivo), S2-2600302 (SK Telecom), S2-2600307 (Ewha, LG Uplus, ETRI), S2-2600344 (Tejas Networks), S2-2600369 (CSCN), S2-2600370 (China Telecom), S2-2600371 (China Telecom), S2-2600386 (TCL), S2-2600405 (Samsung), S2-2600413 (Samsung), S2-2600423 (Xiaomi), S2-2600446 (NTT DOCOMO), S2-2600449 (NTT DOCOMO), S2-2600450 (Nokia), S2-2600496 (LG Electronics), S2-2600519 (Toyota Motor Corp), S2-2600531 (Lenovo), S2-2600535 (Jio Platforms), S2-2600555 (CATT), S2-2600556 (CATT), S2-2600557 (CATT), S2-2600573 (Qualcomm), S2-2600582 (LG Uplus, ETRI, Ewha), S2-2600583 (LG Uplus, ETRI, Ewha), and S2-2600602 (InterDigital).

To structure these diverse inputs and extract key architectural convergence points, the contributions were clustered into three high-level topics, which then drill down into a detailed 5-Layer Agentic Core Framework. The contributions are grouped by their primary alignment to establish the high-level structure, whereas the detailed solution sections reference them across multiple layers wherever relevant features appear.

High-Level Topic 1: Agentic & Distributed Architecture ("The Machine")
This topic defines the operational entities of the AI system—who is thinking and where the models run. It consolidates proposals regarding centralized reasoning agents and the distributed infrastructure for model training/inference.
Contributions:
· AI Agent & Orchestration NFs: Proposals for centralized agents (AIMF, INCF, Planning Agents) and hierarchical control. Contributors: S2-2600086 (China Mobile), S2-2600097 (China Mobile, Rakuten, CATT, Huawei), S2-2600157 (IIT Bombay), S2-2600182 (Huawei, HiSilicon), S2-2600234 (ETRI, LG Uplus, SK Telecom, Ewha), S2-2600285 (vivo), S2-2600344 (Tejas Networks), S2-2600371 (China Telecom), S2-2600386 (TCL), S2-2600423 (Xiaomi), S2-2600449 (NTT DOCOMO), S2-2600531 (Lenovo), S2-2600535 (Jio Platforms), S2-2600555 (CATT), S2-2600582 (LG Uplus, ETRI, Ewha), S2-2600602 (InterDigital).
· Distributed AI & Model Management: Proposals for AI-Native NFs, Federated Learning, and TF/IF separation. Contributors: S2-2600076 (ZTE), S2-2600087 (China Mobile), S2-2600221 (Lenovo), S2-2600405 (Samsung), S2-2600413 (Samsung), S2-2600446 (NTT DOCOMO), S2-2600450 (Nokia).

High-Level Topic 2: Interaction & Capability Abstraction ("The Interface")
This topic defines the translation pipelines—how the system speaks. It covers the conversion of ambiguous user intents into structured syntax and the discovery of network capabilities as standardized "Tools" or "Skills."
Key Contributions:
· Intent Syntax & Translation: Proposals for Intent Templates, User Plane delivery, and A2UI. Contributors: S2-2600077 (ZTE), S2-2600184 (OPPO), S2-2600189 (Jio Platforms), S2-2600194 (MediaTek), S2-2600244 (Ericsson, AT&T, T-Mobile, Verizon), S2-2600286 (vivo), S2-2600519 (Toyota).
· Tools, Skills & Discovery: Proposals for Skill Registries (ACRF), Tool Adapters, and Procedure Composition. Contributors: S2-2600185 (OPPO), S2-2600222 (Google), S2-2600369 (CSCN), S2-2600496 (LG Electronics), S2-2600556 (CATT), S2-2600573 (Qualcomm).

High-Level Topic 3: Governance & Lifecycle Management ("The Guardrails")
This topic defines the oversight mechanisms—what is allowed. It acts as a vertical safety wrapper ensuring operator control, authorization, and deterministic fallback to non-AI modes.
Contributions:
· Safety, Authorization & Fallback: Proposals for Safety Signatures, Autonomy Control Functions (AACF), Incubation, and Policy Checks. Contributors: S2-2600070 (Jio Platforms), S2-2600123 (ETRI), S2-2600167 (Jio Platforms), S2-2600207 (Oracle), S2-2600215 (Jio Platforms), S2-2600287 (vivo), S2-2600302 (SK Telecom), S2-2600307 (Ewha, LG Uplus, ETRI), S2-2600370 (China Telecom), S2-2600557 (CATT), S2-2600583 (LG Uplus, ETRI, Ewha).

The overview of the 3 High-Level Topics and Alignment with KI#18 Bullets is as follows:
	High-Level Topic
	Rationale Description
	Layer
	Alignment with KI#18 Bullets

	1. Agentic & Distributed Architecture ("The Machine")
	Defines the operational entities of the AI system—who is thinking and where the models run. It establishes a separate cognitive layer for complex reasoning to understand user goals while maintaining stable execution,. It also supports distributed intelligence, allowing individual NFs to learn from local data and participate in collaborative training,.
	Layer 1: The "Brain"
Layer 4: Foundation
	Bullets 1, 1b, 6, 7, 9 (Layer 1): Enables the 6G CN to leverage AI capabilities and fulfill requests with or without intent.
Bullets 2, 8 (Layer 4): Enables NFs to host AI/ML capabilities (training, inference, monitoring) and supports closed-loop operations.

	2. Interaction & Capability Abstraction ("The Interface")
	Defines the translation pipelines—how the system speaks. It standardizes the "Translation Pipeline" from ambiguous natural language intent into machine-readable commands,. It also provides middleware methods for the Agentic Core to discover "Tools" or "Skills" and use them dynamically to build custom procedures, decoupling logical tasks from physical topology,.
	Layer 2: Interaction
Layer 3: Middleware
	Bullet 1a (Layer 2): Determines how to fulfill requests when intent is included by defining constraints on the use and expression of intents.
Bullets 1c, 3, 4 (Layer 3): Enables access to network and external AI capabilities, and supports dynamic composition of modularized procedures.

	3. Governance & Lifecycle Management ("The Guardrails")
	Defines the oversight mechanisms—what is allowed. This vertical layer provides persistent oversight, auditing AI plans via "Safety Signatures" and allowing for immediate fallback to non-AI modes to protect network integrity,.
	Layer 5: Governance
	Bullets 5, 6 (Layer 5): Enables monitoring of the performance of all AI-capable entities and enforces operator-configurable levels of autonomy, including the option to not use AI.



Then, the overview of the 5-Layer Structure and Alignment with KI#18 Bullets is as follows:
	Layer
	Rationale Description
	Alignment with KI#18 Bullets

	Layer 1: The "Brain"
	Establishes the cognitive layer where complex reasoning, task decomposition, and workflow orchestration occur. It consolidates proposals for centralized agents (e.g., AIMF, INCF, Planning Agents).
	Bullets 1, 1b, 6, 7, 9

	Layer 2: Interaction
	Defines the "Frontend" translation pipeline. It standardizes how ambiguous natural language from UEs/AFs is converted into machine-readable syntax (e.g., Intent Templates, A2UI).
	Bullet 1a

	Layer 3: Middleware
	Provides methods for the "Brain" to discover "Tools" or "Skills" (Capability Exposure) and compose custom procedures, decoupling logical planning from physical network topology.
	Bullets 1c, 3, 4

	Layer 4: Foundation
	Defines the distributed AI infrastructure. It enables individual NFs to host "Native AI" capabilities (MTLF/InLF) for local inference and collaborative training (Federated Learning).
	Bullets 2, 8

	Layer 5: Governance
	A vertical "Safety Wrapper" providing persistent oversight. It audits AI plans via "Safety Signatures," enforces autonomy levels, and triggers fallback to non-AI modes.
	Bullets 5, 6



2. Text Proposal
The solution variants are structured around the five layers described above. For each solution variant:
-	the "Topics addressed and high-level solution principles" section introduces the layer;
-	the "Description" section summarises the contributions;
-	the "Procedures" and "Services, entities and interfaces" sections are left empty for now;
-	the "Issues" section documents the key aspects put forwards by the contributions, and that will require discussion to resolve the Key Issue.
Note that there may be errors (missing or mis-attributed references), delegates are welcome to correct where their contribution is referenced. It was not possible to document all details or specific nuances of the contributions, this should however provide a high-level enough start that meaningful discussion can take place.

It is proposed to agree the following changes to 3GPP TR23.801-01.

* * * * First Change * * * *
[bookmark: _Toc26431228][bookmark: _Toc30694626][bookmark: _Toc43906648][bookmark: _Toc43906764][bookmark: _Toc44311890][bookmark: _Toc50536532][bookmark: _Toc54930304][bookmark: _Toc54968109][bookmark: _Toc57236431][bookmark: _Toc57236594][bookmark: _Toc57530235][bookmark: _Toc57532436][bookmark: _Toc153792591][bookmark: _Toc153792676][bookmark: _Toc204948589][bookmark: _Toc204948716][bookmark: _Toc206752134][bookmark: _Toc214981695][bookmark: _Toc214989620][bookmark: _Toc215056197][bookmark: _Toc215665844]6	Solutions
[bookmark: _Toc22192650][bookmark: _Toc23402388][bookmark: _Toc23402418][bookmark: _Toc26386423][bookmark: _Toc26431229][bookmark: _Toc30694627][bookmark: _Toc43906649][bookmark: _Toc43906765][bookmark: _Toc44311891][bookmark: _Toc50536533][bookmark: _Toc54930305][bookmark: _Toc54968110][bookmark: _Toc57236432][bookmark: _Toc57236595][bookmark: _Toc57530236][bookmark: _Toc57532437][bookmark: _Toc153792592][bookmark: _Toc153792677][bookmark: _Toc204948590][bookmark: _Toc204948717][bookmark: _Toc206752135][bookmark: _Toc214981696][bookmark: _Toc214989621][bookmark: _Toc215056198][bookmark: _Toc215665845][bookmark: _Toc16839382]6.0	Mapping of Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues
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[bookmark: startOfAnnexes]* * * * Second Change * * * *
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6.18.0	Solution #18.0: High-Level Structure
This solution introduces a 5-Layer Agentic Core Framework that structurally separates probabilistic AI reasoning from deterministic network execution.

Layer 1: The "Brain" (Cognitive & Orchestration Layer) Establishes the central cognitive entities responsible for complex reasoning, task decomposition, and workflow orchestration. This layer addresses Bullet 1 (Leverage AI) by centralizing reasoning logic to understand user goals. It handles requests where intent is not included (Bullet 1b) by applying agentic reasoning to standard signaling. Furthermore, it supports Bullet 7 (Roaming) by enabling agents to coordinate across visited/home networks and Bullet 9 (5G Interoperability) by acting as an overlay that can orchestrate legacy 5G NFs.
-	Alignment: Bullets 1, 1b, 7, 9. (Also contributes to Bullet 6 by centralizing control logic).
-	The related solution is included in clause 6.X.1.

Layer 2: Interaction (The Frontend) Defines the translation pipeline that converts ambiguous natural language or abstract goals into machine-readable syntax. It standardizes Intent Templates, Interaction Modes, and Protocols to ensure unambiguous interpretation.
-	Alignment: Bullet 1a (Constraints on the use and expression of intents).
-	The related solution is included in clause 6.X.2.

Layer 3: Middleware (Capability Exposure & Discovery) Provides the mechanisms for the "Brain" to discover and invoke "Tools" or "Skills." This layer enables the dynamic composition of procedure parts (Bullet 1c) by breaking down monolithic procedures into modular, discoverable assets. It allows the 6G CN to access internal network AI capabilities (Bullet 3) and trusted external AF capabilities (Bullet 4) via standardized tool interfaces (e.g., MCP).
-	Alignment: Bullets 1c, 3, 4.
-	The related solution is included in clause 6.X.3.

Layer 4: Foundation (Distributed AI) Defines the distributed infrastructure where AI models are trained, executed, and managed. It enables individual NFs (e.g., 6G-AMF, 6G-PCF) to possess native AI capabilities (Bullet 8), such as Model Training (MTLF) and Inference (InLF). It establishes the feedback loops necessary for reinforcement learning and continuous optimization (Bullet 2).
-	Alignment: Bullets 2, 8.
-	The related solution is included in clause 6.X.4.

Layer 5: Governance (The Guardrails) A vertical safety layer providing persistent oversight. It enables the monitoring of performance for all AI-capable entities (Bullet 5) to detect degradation or hallucination. It strictly enforces operator control (Bullet 6) by validating AI plans against safety policies (e.g., Safety Signatures) and supporting configurable autonomy levels (e.g., Manual vs. Autonomous).
-	Alignment: Bullets 5, 6.
-	The related solution is included in clause 6.X.5.


* * * * Third Change * * * *
[bookmark: _Toc204948592][bookmark: _Toc204948719][bookmark: _Toc206752137][bookmark: _Toc214981698][bookmark: _Toc214989623][bookmark: _Toc215056200][bookmark: _Toc215665847]6.18.1	Solution #18.1: High-Level AI Architecture (The "Agentic Core")
Editor's note:	Targeted KI#18 Bullets: 1, 6.
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This solution establishes the "Agentic Core" framework, which introduces a separate cognitive layer ("The Brain") for complex reasoning alongside a dedicated access and routing layer ("The Gateway"). This architecture ensures that the network can understand user goals while maintaining a stable, deterministic execution path. It addresses the need to leverage AI capabilities (Bullet 1) and enforces operator control (Bullet 6) by separating probabilistic reasoning from the stable execution domain and managing secure AI session access. It provides the foundation for handling requests with or without explicit intent (Bullet 1b).
6.18.1.1	Description
6.18.1.1.1 The Coordination Entity (The "Brain")
This clause defines the central reasoning entities responsible for interpreting requests, planning workflows, and coordinating execution. The proposals are categorized by their architectural integration model: Unified Orchestration (centralized entities handling both access and planning), Decoupled Reasoning (distinct reasoning entities separated from access gateways), and Distributed/Specialized (domain-specific agents).

A. Unified Orchestration Model (Centralized "Super NFs")
These proposals introduce a consolidated Network Function that acts as the single-entry point for intent, handling the full lifecycle from access/interpretation to task orchestration and execution monitoring.
-	AI Management Function (AIMF): A centralized NF that acts as the primary AI agent. It handles requests (with or without intent) directly from UEs/AFs, performs intent parsing, and manages the full task lifecycle (initiation, monitoring, modification) by dynamically composing CN procedures (S2-2600555 (CATT)).
-	Intelligent Network Coordination Function (INCF): A new logical function that acts as the "Agentic AI integration point." It orchestrates workflows, manages the lifecycle of hosted agents (INCF-AGs) and embedded agents (AIAGs), and enforces policies to prevent unauthorized execution or agent looping (S2-2600535 (Jio Platforms)).
-	Network Intent Management & Orchestration (NIMOF): A consolidated node that provides the interface for users (UE/AF) and performs task-based orchestration. It translates intents into standard tasks/prompts for other NFs and manages distributed AI resources (S2-2600386 (TCL)).
-	Intent Handler: A centralized NF acting as the entry point for Generic intents. It is responsible for the entire pipeline: intent creation, feasibility checks, fulfilment, and quality feedback processing (S2-2600449 (NTT DOCOMO)).
-	Agentic Function (AGF): A new NF that receives 3GPP intents directly (via CP or UP), interprets them using LLMs, and generates a "Task Planning Table" to invoke related 3GPP services (S2-2600184 (OPPO)).
-	Core Network Agents: Specialized agents (RAN-facing and AF-facing) that terminate signaling interfaces and perform reasoning. They identify actions and break them down into subtasks (e.g., registration + session establishment) (S2-2600157 (IIT Bombay)).

B. Decoupled Reasoning Model (Separation of "Gate" and "Brain")
These proposals explicitly separate the "Access Layer" (Gateway/Proxy) from the "Reasoning Layer" (Host/Agent). The "Brain" does not directly touch external interfaces; it relies on a separate function for session management, authorization, and routing.
-	Agentic AI Host Function (AAIHF): A pure logical reasoning entity. It does not handle external access directly but relies on the NEF (for AFs, performing "Dynamic Stateful Session Binding" and authorization) or other gateways to receive sanitized intents. It focuses on intent decomposition and skill orchestration within the SBA and routing is supported by the ACRF (Agentic Capability Repository Function), which resolves abstract intents into specific "AgenticService-URIs" to route requests to the correct capability (S2-2600222 (Google)).
-	Intent Resolution & Coordination Function (IRCF): A specialized function that resolves intents and coordinates with the PCF for feasibility. It relies on the NEF for receiving AF requests and does not replace the normative enforcement roles of existing NFs (S2-2600234 (ETRI, LG Uplus, SK Telecom)).
-	Intent Gateway (GW) & Network Agent: A standalone Network Agent handles reasoning and task planning. It relies on a dedicated Intent Gateway (GW) to create and maintain the "Network Agent Session" context, perform validity checks, and dynamically route authorized requests from UEs/AFs to the appropriate agent based on discovery (S2-2600086 (China Mobile)).
-	Network AI Agents (Domain-Specific): These agents reside in a dedicated "AI Agent Domain" and do not handle direct NAS/SBI access. They rely on a centralized AI Agent Proxy to authenticate agents, manage the session, maintain a catalogue of skills, and route messages between UE/External Agents and the internal domain. They use a "Tool Adapter" to interact with the deterministic 3GPP domain (S2-2600573 (Qualcomm)).
-	NEF with AI Agent: Enhances the NEF with embedded AI agent logic to handle intents from untrusted AFs. It utilizes the exposure framework to authorize requests, interprets the intent to configure closed-loop monitoring (e.g., via PCF), and acts as a governor to resolve conflicts and facilitate negotiation between the external AF and the 6G Core (S2-2600531 (Lenovo)).

C. Distributed & Specialized Model (Domain-Specific Intelligence)
These proposals avoid a single "Global Brain" in favor of multiple specialized agents or embedded intelligence that collaborate to fulfill requests.
-	Planning Agent & Specialized Agents: A "Leader-Follower" architecture where a Planning Agent decomposes requests but delegates execution to domain-specific agents: Connection Agent (tailored connectivity), Data Agent (secure data handling), and Computing Agent (compute offloading) S2-2600182 (Huawei, HiSilicon).
-	System AI Agent & Data AI Agent: Splits responsibilities between a System AI Agent (user intent interpretation and workflow generation) and a Data AI Agent (flexible data collection and processing) (S2-2600097 (China Mobile, Rakuten, CATT, Huawei)) 
-	Orchestrator AI Agent (OAA) & NFAA: A hierarchical loop model where the OAA handles global/cross-domain optimization (Slow Loop) while Network Function AI Agents (NFAA) embedded in NFs handle local, real-time optimization (Fast Loop) (S2-2600582 (LG Uplus, ETRI, Ewha)).
-	AI Agent Function (AIAF) with Self-Reflection: An entity that not only plans tasks but collects data from NF instances during execution for self-reflection and performance evaluation, implying a distributed feedback loop (S2-2600423 (Xiaomi)).
-	NF AI Agent: An intelligent entity that can be deployed as a standalone function or embedded within existing NFs (e.g., UPF, LMF). It specializes in specific domain tasks (e.g., mobility management, session management) and communicates with Network Tool Functions (NTF) to gather context and execute goals on behalf of UEs or AFs (S2-2600602 (InterDigital)).
-	Service Decomposition Function (SDF): A hierarchical entity responsible for uniformly receiving intent requests and performing preliminary decomposition. It translates initial intents into multiple service intents (e.g., Communication, AI, Sensing, Computing) and forwards them to specific Control Functions (CFs) for detailed execution (S2-2600371 (China Telecom)).

References
-	Agentic AI Host Function (AAIHF): A logical reasoning entity within the SBA responsible for intent decomposition and skill orchestration (S2-2600222 (Google)).
-	AI Management Function (AIMF): Handles requests from UEs/AFs with or without intent; performs task management including initiation, monitoring, modification, and termination (S2-2600555 (CATT)).
-	AI Agent Function (AIAF): Performs task planning and sub-task decomposition; discovers applicable NF instances and collects data for self-reflection (S2-2600423 (Xiaomi), S2-2600344 (Tejas Networks)).
-	Agentic Function (AGF): A new NF to receive and understand 3GPP intent, invoking related services to fulfil the intent via tool-based interfaces (S2-2600184, (OPPO)).
-	AI Agent Proxy: Acts as a proxy for interactions between UE AI Agents and Network AI Agents; it authenticates agents and maintains a catalogue of skills (S2-2600573 (Qualcomm)).
-	Core Network Agents: Specialized agents for RAN-facing (UE requests) and AF-facing interactions, capable of identifying and invoking system procedures (S2-2600157 (IIT Bombay)).
-	Intelligent Network Coordination Function (INCF): A new logical function responsible for orchestrating AI agents (INCF-AGs) and coordinating with NF-embedded agents (AIAGs); it manages agent lifecycles and enforces policies (S2-2600535 (Jio Platforms)).
-	Intent Handler: A centralized NF acting as the entry point for Generic intents, responsible for intent creation, feasibility checks, and fulfilment (S2-2600449 (NTT DOCOMO)).
-	Intent Resolution & Coordination Function (IRCF): Resolves intents based on profiles and coordinates with the PCF to evaluate feasibility and generate policies (S2-2600234 (ETRI, LG Uplus, SK Telecom, Ewha)).
-	Network Agent / System AI Agent: A standalone entity for intent understanding and task planning; it may include a System AI Agent for intent handling and a Data AI Agent for data handling (S2-2600086 (China Mobile), S2-2600097 (China Mobile, Rakuten, CATT, Huawei)).
-	Network Intent Management & Orchestration (NIMOF): Provides intent understanding and task-based orchestration; generates standard tasks or prompts for NFs (S2-2600386 (TCL)).
-	NF AI Agent: AI Agents embedded in NFs or standalone, capable of communicating with Network Tool Functions (NTF) to gather context and perform actions (S2-2600602 (InterDigital)).
-	NEF with AI Agent: Enhancing NEF with embedded AI agent logic to handle intent-based requests from untrusted AFs and govern closed loops (S2-2600531 (Lenovo)).
-	NW intent-oriented AI Agent: Acts as an entrance point for intents, supporting intent parsing, requirement analysis, and task orchestration (S2-2600285 (vivo)).
-	Orchestrator AI Agent (OAA): A central coordinator for end-to-end service assurance (Global Loop) that decomposes high-level intents into local objectives for Network Function AI Agents (NFAA) (S2-2600582 (LG Uplus, ETRI, Ewha)).
-	Planning Agent: The "Leader" agent that analyzes user requirements and decomposes requests into subtasks for specialized agents (e.g., Connection, Data, Computing agents) (S2-2600182 (Huawei, HiSilicon)).

6.18.1.1.2 Architectural Topology & Separation
The 6G AI Architecture adopts a Dual-Domain / Layered Topology that explicitly separates Probabilistic Reasoning from Deterministic Execution. This separation ensures that the flexibility required for AI Agents does not compromise the stability of standard 3GPP procedures.
-	The Reasoning Layer (AI Agent Domain): A logical "Brain" (e.g., Planning Agent, AAIHF, INCF) responsible for interpreting ambiguous intents, performing complex reasoning, and decomposing goals into sub-tasks. It operates in a probabilistic manner.
-	The Execution Layer (3GPP Procedures Domain): The standard Network Functions (AMF, SMF) act as the "Body." They execute deterministic, standardized service requests (or "Tools") triggered by the Reasoning Layer. They ensure strict adherence to 3GPP protocols.
-	Support for AI Levels (Baseline to Autonomous): This separation allows the network to operate in a 'Baseline 6GC' mode (No AI) by bypassing the Reasoning Layer, or scale up to 'Agent AI' mode (Tiered Control) where the Reasoning Layer orchestrates the NFs.

6.18.1.1.3 References
-	Agentic Core: Architectural separation of "Reasoning" (performed by Planning Agents) from "Execution" (performed by Tools and Specialized Agents) (S2-2600182 (Huawei, HiSilicon)).
-	Dual-Domain Architecture: Explicit separation of the 6G core into two domains: the "3GPP Procedures and Services domain" (deterministic) and the "AI Agent domain" (probabilistic/flexible) (S2-2600573 (Qualcomm)).
-	Layered AI Framework: Separation of the "Agent NF" (responsible for intent interpretation) from "Standardized Service Requests" handled by traditional NFs (S2-2600370 (China Telecom)).
-	Three-Level Capability / AI Levels: Support for three operational levels: "Baseline 6GC" (No AI), "Native AI" (Embedded AI in NFs), and "Agent AI" (Tiered control with Agent NFs) (S2-2600370 (China Telecom), S2-2600287 (vivo)).
6.18.1.2	Procedures
Editor's note:	This clause will describe the high-level procedures and information flows for the solution.

6.18.1.3	Services, Entities and Interfaces
Editor's note:	This clause captures impacts on existing services, entities and interfaces.

6.18.1.4	Issues
This clause describes the main points linked to this section that have been put forward by the contributions listed in Annex X.18. The listed choices are not necessarily mutually exclusive.

-	P1.1: models proposed for AI technologies to fulfil requests from UEs and AFs

a)	an agentic entity or multiple agentic entities, interacting with 6G CN NFs as tools to fulfil requests (003, 006, 007,010, 014, 016, 023, 024, 031, 039)
b)	an agentic entity or multiple agentic entities, interacting with 6G CN NFs through the use of dedicated functionality translating between tools and SBI services (004, 011, 038, 042, 045)
c)	a combination of agentic entities and AI capabilities in 6G CN NFs collaborating (008, 014, 019)
d)	AI capabilities in 6G CN NFs collaborating as multi-agent system (015, 024, 030, 037)

-	other proposals included:
-	not having any AI technologies in 6G CN (not relevant to KI#18) (018)

-	P1.2: proposed agentic entities to fulfil requests from UEs and AFs

a)	one agentic entity described to handle the requests (003, 011, 023, 024, 028, 031, 045)
b)	multiple agentic entities involved collaboratively to fulfil a request (004, 006, 010, 027, 038)
c)	dedicated agentic entities for specialised handling (006, 010, 027, 042, 045), e.g. data agent, computing agent, connection agent, agents with specific skills
d)	a data agent handles data related tools (006, 010)
e)	a dedicated entity is used to manage the agentic entities (038, 045)
f)	a routing advisor agent to assist CP message routing (047)
g)	different agentic entities to be used to handle requests from UEs and from AFs (008)

-	P1.3: other proposed considerations related to agentic entities

a)	agentic entities in the 6G CN are able to interact with external entities, such as UEs and AF (020, 042).
b)	a repository registers the agentic entities and their capabilities (agentic skills) and is used to support discovery (006, 010, 014, 016, 025, 038, 040, 042)
c)	alternatively, an NRF is extended to support registering agentic capabilities and/or ability to process intent (017, 030, 033, 045)
d)	external agentic entities (in UEs, in AFs) can also access and register skills in the 6G CN (016, 025, 042)
e)	agentic entities store and share context per UE/AF, to be shared across the multi-agent system (045)

-	P1.4: regarding the use of dedicated functionality translating between tools and SBI (see question P1.1 b), some solutions (004, 011, 042) propose intermediate nodes between the agentic entities and the other 6G CN NF functions

a)	(004) a Tool Execution function (TEF) and Tool Management Function (TMF): TEF exposes tools provided by the 6G NFs to the agentic entities, validates their use, and translates tool requests to SBI service operations, while TMF registers TEF profiles and enables their discovery.
b)	(011) alternatively an AI agent server, combining the TEF and TMF roles
c)	(042) a tool adapter that translates between MCP (and other agentic protocols) and SBI, maintains the repository of skills.
d)	(004) an intermediate node between the agentic entities and the UE/AF, such as an Intent GW to maintain the session with the UE/AF, select a proper CAF, validate incoming intents.


[bookmark: _Toc500949101]* * * * Fourth Change * * * *
[bookmark: _Toc92875663][bookmark: _Toc93070687]6.18.2	Solution #18.2: Intelligent Interaction & Intent Handling (The Frontend)
Editor’s Note: Targeted KI#18 Bullets: 1a.
6.18.2.0	Topics addressed and high-level solution Principles
This solution defines the 'Frontend' interface that captures and translates ambiguous user Intents into a structured format (Syntax) that the network can process, initiating the pipeline from intent, skill/tool, to service directives/actions/command for execution.
[bookmark: _Toc204948594][bookmark: _Toc204948721][bookmark: _Toc206752139][bookmark: _Toc214981700][bookmark: _Toc214989625][bookmark: _Toc215056202][bookmark: _Toc215665849]6.18.2.1	Description
6.18.2.1.1 Intent Structure & Syntax (The Schema)
This clause defines the data models used to represent intent. To ensure interoperability, the proposals are categorized by their structural approach: Standardized Templates (rigid, predefined fields), Flexible & Polymorphic Schemas (adaptable containers and modes), and Semantic Components (logical definitions of scope and context).

A. Standardized Templates & Formal Syntax (Rigid Structure)
These proposals seek to eliminate ambiguity by defining a strict, standardized set of Information Elements (IEs) or using formal syntax (e.g., ASN.1) to define the intent payload.
-	3GPP Intent Template: A standardized template including Protocol, Intent Type, Object, Constraints, Target, and Context to identify and manage intents consistently across vendors (S2-2600184 (OPPO)).
-	Intent Structure: Defines the intent payload containing Meta Data (ID, Version), Request Type (NW API Augmenting vs. Generic), Context, and Performance Targets (S2-2600449 (NTT DOCOMO)).
-	Intent Standard Fields: Defines standard fields including Description, Goals, Requirements, Conditions, Guidelines, and Extra-Info to ensure unambiguity (S2-2600182 (Huawei, HiSilicon)).
-	Structured Intent Representation (ASN.1): Defines a logical mapping using ASN.1 syntax with specific parameters such as User, Priority, QoSParameter, Time, and Area to ensure mathematically rigorous and unambiguous interpretation (S2-2600519 (Toyota Motor Corporation)).

B. Flexible Interaction Modes & Polymorphism (Adaptable Structure)
These proposals introduce flexibility to handle the variability of AI reasoning. They support "Containers" or "Modes" that allow the intent structure to adapt based on the user's capability (e.g., Natural Language vs. Machine Code) or the domain (Device vs. Network).
-	Unified Agentic Skill Profile: Defines a Polymorphic Schema consisting of a Common Header + Domain-Specific Containers (e.g., Device, Network, App). This acts as a semantic constraint for intent expression, allowing heterogeneous entities to expose capabilities as "Agentic Skills" (A2A) rather than static tools (A2I) (S2-2600222 (Google)).
-	Interaction Modes: Supports three distinct modes: Structured (machine-readable), Unstructured (natural language), and Semi-structured (hybrid) intent modes to adapt to different UE capabilities (S2-2600286 (vivo)).
-	Semi-structured 3GPP Intent: A hybrid format that includes standardized fields (Intent Classification, Goal, Valid Time, Target) alongside additional non-standardized content (e.g., natural language descriptions) (S2-2600077 (ZTE)).

C. Semantic Components (Context & Scope)
These proposals focus on the logical components required for an AI to "understand" a goal. They emphasize that a "Goal" is meaningless without "Context" (conditions) and "Scope" (boundaries).
-	Expectations & Context: Models intent not just as a command, but as a set of Expectations (requirements, goals) combined with Context (conditions for applying the intent) (S2-2600531 (Lenovo), S2-2600194 (MediaTek)).
-	Context-Guided Session Information: Proposes an abstracted session-level context (intent) exchanged between the UE and network. This allows QoS refinement without requiring deep packet inspection, using context as a proxy for intent (S2-2600189 (Jio Platforms)).

References
-	Unified Agentic Skill Profile: Defines the "Tool Schema" (Header + Domain Containers) as a constraint for intent expression to ensure interoperability (S2-2600222 (Google)).
-	Structured Intent Representation (ASN.1): Defines a logical mapping using ASN.1 syntax with parameters such as User, Priority, QoSParameter, Time, and Area to eliminate ambiguity (S2-2600519 (Toyota Motor Corporation)).
-	Intent Structure: Defines the intent payload containing Meta Data (ID, Version), Request Type (NW API Augmenting vs. Generic), Context, and Performance Targets (S2-2600449 (NTT DOCOMO)).
-	3GPP Intent Template: A standardized template including Protocol, Intent Type, Object, Constraints, Target, and Context to identify and manage intents (S2-2600184 (OPPO)).
-	Intent Standard Fields: Defines standard fields including Description, Goals, Requirements, Conditions, Guidelines, and Extra-Info to ensure unambiguity (S2-2600182 (Huawei, HiSilicon)).
-	Interaction Modes: Supports Structured, Unstructured, and Semi-structured intent modes to adapt to different UE capabilities (S2-2600286 (vivo)).
-	Semi-structured 3GPP Intent: Includes Intent Classification, Intent Goal, Valid Time Info, Target Object, and additional non-standardized content (S2-2600077 (ZTE)).
-	Expectations & Context: Models intent as a set of Expectations (requirements, goals) combined with Context (conditions for applying the intent) (S2-2600531 (Lenovo), S2-2600194 (MediaTek)).
-	Context-Guided Session Information: Abstracted session-level context (intent) exchanged between UE and network to refine QoS without payload inspection (S2-2600189 (Jio Platforms)).

6.18.2.1.2 Intent Translation & Delivery (The Interface)
This clause defines the mechanisms for capturing user intent at the device level, translating it into a network-readable format, and transporting it to the 6G Core via Control Plane (CP) or User Plane (UP) paths. It includes session management and iterative feedback loops to resolve ambiguity.

A. Input Translation & Negotiation (The Pre-processor)
This sub-clause defines the "Pre-processor" mechanisms responsible for capturing and refining raw user or application inputs into a format the 6G Core can reliably execute. It encompasses local translation logic within the UE Operating System to reduce modem complexity, standardized negotiation schemas (A2UI) to present structured choices to the user, and interactive feedback loops that allow the network to query the UE for clarification when intents are ambiguous or incomplete.
-	UE OS Layer Translation: To reduce complexity for the modem, the UE OS layer acts as a middleware that converts natural language from applications into "Semi-structured 3GPP Intent" before passing it to the NAS layer (S2-2600077 (ZTE)).
-	Agent-to-User Interface (A2UI): A declarative negotiation schema used to exchange structured decision spaces. It allows the UE and Network Agent to negotiate options and refine ambiguous intents into a format suitable for execution (S2-2600222 (Google)).
-	Ambiguity Resolution (The Intent Clarification Loop): A bi-directional interactive dialogue triggered when the network finds an intent to be ambiguous or incomplete. The Network Agent sends "Next-Step Recommendations" or requests for "Supplementary Information" back to the UE. The UE (or user) responds with refined parameters to converge on a deterministic plan before execution (S2-2600286 (vivo), S2-2600086 (China Mobile), S2-2600234 (ETRI, LG Uplus, SK Telecom)).

B. Transport Channels (CP or UP)
-	NAS Indication (Control Plane): Explicit "AI/Intent Support Indication" is introduced in NAS messages (Registration/Update) to advertise capability and policy state, allowing the UE and Network to handshake before exchanging intents (S2-2600167 (Jio Platforms), S2-2600557 (CATT)).
-	User Plane Intent Delivery: For application-rich or large intents, the architecture supports sending intents via the User Plane (e.g., IP packet, HTTP), transparent to the Core Network signaling, directly to an Agentic AI enablement layer (S2-2600244 (Ericsson, AT&T, T-Mobile, Verizon), S2-2600184 (OPPO), and S2-2600449 (NTT DOCOMO)).

References
-	Agent-to-User Interface (A2UI): A declarative negotiation schema used to exchange structured decision spaces and refine ambiguous intents (S2-2600222 (Google)).
-	UE OS Layer Translation: Middleware on the UE OS layer converts natural language from applications into "Semi-structured 3GPP Intent" before NAS transmission (S2-2600077 (ZTE)).
-	NAS Indication: Explicit "AI/Intent Support Indication" in NAS messages to advertise capability and policy state during registration (S2-2600167 (Jio Platforms), S2-2600557 (CATT)).
-	User Plane Intent Delivery: Sending application-related intents via the user plane (e.g., IP package), transparent to the CN, to an Agentic AI enablement layer (S2-2600244 (Ericsson, AT&T, T-Mobile, Verizon), S2-2600184 (OPPO), and S2-2600449 (NTT DOCOMO)).
-	Intent Clarification Loop: The network requests supplementary information from the UE if the intent is ambiguous or incomplete (S2-2600286 (vivo), S2-2600086 (China Mobile), S2-2600234 (ETRI, LG Uplus, SK Telecom, Ewha)).

6.18.2.2	Procedures
Editor's note:	This clause will describe the high-level procedures and information flows for the solution.
6.18.2.3	Services, Entities and Interfaces
Editor's note:	This clause captures impacts on existing services, entities and interfaces.
6.18.2.4	Issues
This clause describes the main points linked to this section that have been put forward by the contributions listed in Annex X.18. The listed choices are not necessarily mutually exclusive.

-	P2.1: interactions with UEs have been proposed to take place (to be considered in conjunction with KI#1):

-	over NAS only (003, 006, 010, 020, 026, 030, 039),
-	over UP only (018, 042, 045),
-	over NAS and/or UP (011, 033, 045).

-	P2.2: interactions with AFs have been proposed to take place:

-	by sending requests through NEF or directly (010, 017, 033, 039, 045)
-	agentic AF to interact through an AI agent proxy to expose skills from the 6G CN agentic entity that are accessible to the external agentic AF (042).

- 	P2.3: different structures of intent have been proposed:

a)	unstructured: intent is provided as free-form content, including multi-modality (006, 020)
b)	semi-structured: intent follows constraints and a structure, but parameters and values allow some flexibility (003, 004, 006, 010, 011, 018, 020, 024)
c)	hybrid: a hybrid model between unstructured and semi-structured, where content follow the constraints and structure, but additional multi-modal content can also be provided (017, 020, 039)
d)	skill requests: requests from the UE are based on skill discovery and usage (016, 042, 045)
e)	"fully structured": intent is fully defined, with fully defined parameters and and fully defined values. (033, 036)

-	P2.4: intent has been proposed to be sent:

a)	as a complement to regular requests (010, 033, 039, 045), and/or
b)	as separate requests (003, 004, 010, 011, 016, 030, 033, 039, 045)

-	P2.5: intent has been proposed to be sent:

a)	by default, with specific handling if it cannot be supported (e.g. due to AI capabilities being restricted) (010, 039, 041)
b)	only after explicit capability exchange and authorisation (009, 011, 014, 026, 031, 045)
c)	only when it is not possible to describe the wanted scenario through non-intent-based signalling (030).

-	P2.6: validation of intent:

a)	validation (and possibly translation) of intent may be first performed at the UE (011)
b)	validation of intent to be performed in the 6G CN by the Core Agent (003, 024, 033, 036), an intermediate node (004), in coordination with 6G CN NF (e.g. PCF) (017)
c)	handling of intents should comply with compliance constraints, network operator policies, subscription constraints, and network resource limitations, to ensure that intent fulfilment remains predictable, secure, and aligned with operator governance. (010, 030, 033)
d)	policies are associated with intent and should be communicated to the UE (011)

-	P2.7: other considerations have been proposed:

a)	differentiate user/application intent (intent as provided by the user/application) and UE intent (intent as provided by the UE, e.g. resulting from the conversion of user intent by the OS layer to the structure defined for providing intent to the network) (003, 010, 011, 036)
b)	define intent templates or profiles, possibly stored in a repository (007, 011, 017)
c)	in order to refine the request, the 6G CN agentic entity may interact with the UE or AF to clarify the intent unambiguously (004, 010, 019, 033, 037, 042, 046).
d)	AI capabilities on the UE are not a prerequisite for expressing intent (013, 014, 020)
e)	allow the use of intent within the 6G CN towards 6G CN NFs (015, 019, 033)

-	Standardized information fields have been proposed ensure consistent interpretation, while allowing flexible, natural‑language descriptions so that additional contextual information can be conveyed when needed, enabling both interoperability and extensibility in intent handling (010). Some solutions (003, 004, 010, 011, 013, ..., 045) have listed potential parameters to define the intent:
-	Classification, service type (skill, activity...)
-	Description
-	Goals
-	Requirements, performance target
-	Conditions
-	Guidelines
-	Date/time
-	Target object
-	Target area, situational information
-	Additional content
-	Previous context


* * * * Fifth Change * * * *
6.18.3	Solution #18.3: Capability Exposure, Discovery & Execution (The Middleware)
Editor's note:	Targeted KI#18 Bullets: 1a/b, 1c, 3, 4.
6.18.3.0	Topics addressed and high-level solution Principles
This clause defines the "Middleware" layer that connects the reasoning "Brain" to the deterministic "Body" (Network Functions). It addresses KI#18 Bullets 3 and 4 (accessing internal/external AI capabilities) by defining how static 3GPP services are wrapped into modular "Tools/Skills". Furthermore, the mechanism for "building custom procedures" directly addresses Bullet 1c, which focuses on the modularization of procedures for dynamic composition dy defining how they are semantically discovered (beyond static IP/Name), and how they are dynamically assembled into custom procedures provided by NFs.

6.18.3.1	Description
This clause defines the "Middleware" layer that connects the reasoning "Brain" to the deterministic "Body" (Network Functions). It addresses KI#18 Bullets 3 and 4 (accessing internal/external AI capabilities) by defining how static 3GPP services are wrapped into modular "Tools/Skills". Furthermore, the mechanism for "building custom procedures" directly addresses Bullet 1c, which focuses on the modularization of procedures for dynamic composition dy defining how they are semantically discovered (beyond static IP/Name), and how they are dynamically assembled into custom procedures provided by NFs.

6.18.3.1.1 Tool & Skill Definition (The Interface)
This category defines the data model and interface contracts required to wrap standard 3GPP APIs into "Agentic Skills" or "Tools" that an AI can understand and invoke. This standardizes the "Atomic Actions" of the network.
-	Tool Definition Template: Defines a standard schema for network capabilities including Name, Purpose (natural language description for the AI), Input/Output schemas, Pre-conditions (e.g., UE state), and Post-conditions. This ensures agents understand how and when to invoke a tool (S2-2600182 (Huawei, HiSilicon)).
-	Tool Adapter / Tool Execution Function (TEF): A functional entity or logical layer that wraps standard 3GPP Service Based Interfaces (SBIs) into agent-readable tools (e.g., using protocols like MCP - Model Context Protocol). It translates probabilistic agent commands into deterministic standard 3GPP APIs (e.g., Nsmf_PDUSession_Update) (S2-2600573 (Qualcomm), S2-2600086 (China Mobile)).
-	Unified Agentic Skill Profile: A polymorphic profile structure (Header + Domain Containers) that allows heterogeneous entities (UE, NF, AF) to expose capabilities in a uniform format. It includes an "AgenticService-URI" dedicated to AI-driven command execution (S2-2600222 (Google)).
-	Network Tool Function (NTF): A specialized function that exposes specific high-value capabilities (e.g., trajectory prediction, policy prediction) to NF AI Agents via service-based interfaces (S2-2600602 (InterDigital)).
-	AF Tool Access Interface: Enables 6G NFs (acting as Agent Clients) to access trusted external capabilities provided by AFs (acting as Agent Servers). The AF registers its capabilities as tools (e.g., QoE evaluation, Load capability) to the NF or NEF, allowing the NF to invoke them via a tool-based interface (e.g., MCP) during task execution (S2-2600185 (OPPO)).

6.18.3.1.2 Semantic Discovery & Registry (The Registry)
This category addresses the "Discovery" of AI capabilities (Bullet 3 & 4). Unlike traditional NRF discovery (which finds NFs by static type, e.g., "SMF"), these proposals introduce "Semantic Discovery" to find capabilities based on intent (e.g., "Find me a node that can optimize video latency").
-	Agentic Capability Repository Function (ACRF): An evolution of the NRF that uses a Semantic Matching Engine (e.g., vector embeddings) to resolve discovery queries. It matches abstract intents (e.g., "Optimize QoS") to registered skills (e.g., mcp://skill/qos) rather than relying on rigid NF types (S2-2600222 (Google)).
-	Agent/Tool Repository Function (ARF/TRF): Centralizes the registration and discovery of AI Agents and Tools. It supports discovery based on Task Capabilities (e.g., "can perform video optimization") and manages the lifecycle/availability of these tools S2-2600207 (Oracle), S2-2600369 (CSCN), and S2-2600182 (Huawei, HiSilicon).
-	Network Registration & Management Function (NRMF): Facilitates the registration of distributed AI functions (Training/Inference Functions) based on compute and algorithm attributes (e.g., computing power, algorithm type) (S2-2600087 (China Mobile).
-	AIMF as Registry: The AI Management Function (AIMF) performs centralized registration of ML models and analytics, effectively separating dynamic AI capability discovery from standard static NF discovery (S2-2600556 (CATT)).

6.18.3.1.3 Dynamic Composition & Modularization (The Builder)
This category specifically addresses Bullet 1c (Modularization). It defines how the system breaks down monolithic procedures into "LEGO blocks" and allows the AI to assemble them into custom workflows (Custom Procedures) to fulfill a specific intent.
-	Procedure Composition Function (PCoF) & Granular Exposure: Introduces a PCoF that selects allowed subsets of "Exposed Procedure Elements" from NFs to derive a "Procedure Composition Plan." It enables dependency-preserving consolidation (e.g., merging preparatory actions) while ensuring a legacy-compatible fallback if the composition is not feasible (S2-2600496 (LG Electronics)).
-	Procedure-Part Composition: Decomposes normative procedures into modular "Procedure Parts" (atomic functional blocks). This allows agents to chain these parts to fulfill unique requests without requiring 3GPP to standardize every possible permutation as a new normative procedure (S2-2600344 (Tejas Networks)).
-	Three-Stage Execution Pipeline: Defines a strict hierarchy: Intent (The "Why") → Skill (The "Interface") → Service Directive (The "How"). The "Service Directive" is a deterministic sequence of standard 3GPP APIs dynamically mapped from the skill, ensuring that the final execution on the network is always standard-compliant (S2-2600222 (Google)).
-	Task/Sub-task Decomposition: The mechanism where a Planning Agent or AI Agent Function (AIAF) analyzes a high-level intent, decomposes it into manageable subtasks, and generates a dynamic workflow (S2-2600182 (Huawei, HiSilicon), S2-2600423 (Xiaomi)).

6.18.3.2	Procedures
Editor's note:	This clause will describe the high-level procedures and information flows for the solution.

6.18.3.3	Services, Entities and Interfaces
Editor's note:	This clause captures impacts on existing services, entities and interfaces.

6.18.3.4	Issues
This clause describes the main points linked to this section that have been put forward by the contributions listed in Annex X.18. The listed choices are not necessarily mutually exclusive.

-	P3.1:	UE Requests have been proposed to be received by:

a)	a dedicated agentic entity for requests from the UE and from the AF, whether they include intent or not (003, 006, 007, 008, 010, 019, 024, 039)
b)	a dedicated agentic entity for requests from the UE with intent, and other 6G NF entities for requests without intent (004, 017, 019, 023, 026, 031, 033, 042)
c)	6G NF entities (015, 024)

-	P3.2: When a dedicated agentic entity in the 6G CN is being used, its role has been proposed to be:

a)	process all requests, comprehensive analysis of intent if present, generate dynamic workflow (003, 004, 006, 007, 008, 010, 019, 020, 023, 026, 031, 039, 042)
b)	decode intent and translate into multiple network service intents requests, processed in turn by dedicated agentic entities generating a dynamic set of tasks (027, 028, 043)
c)	decode intent and advise 6G CN NFs regarding the policies and analytics to be used (037)

-	P3.3: Interactions between 6G CN agentic entities and UEs have been proposed for the following scenarios:

a)	fulfilling all UE requests (004, 006, 010, 039)
b)	fulfilling UE requests only when including intent (003, 017, 033, 042)
c)	UE AI agent providing agentic skills to agentic entity in 6G CN (042)

-	P3.4: the agentic entity/ies generating the workflow would comprehend:

a)	selecting and interacting with 6G NFs (eg. as tools) (003, 006, 007, 008, 010, 011, 014, 019, 020, 024, 027, 033, 034, 037, 039)
b)	selecting and interacting with or delegating to other agentic entities (003, 004, 008, 010, 014, 027, 037, 039)
c)	interact with historical data (004, 045) and other network state and performance data (007, 010, 014, 015, 024, 045)
d)	adjusting the workflow based on monitoring information feedback (004, 007, 010, 015, 028, 039)
e)	selecting and interacting with other tools (003, 004, 010)

-	P3.5: regarding tools and tool invocation:

a)	tools are exposed by 6G NFs (003, 006, 007, 008, 010, 045), can involve multiple NFs (010, 045) or external entities/AFs (010, 020, 045), possibly via a tool exposure function (004, 011,042, 045)
b)	tools are registered in a tool repository for discovery by 6G CN agentic entities (004, 010, 011) or in the 6G CN agentic entity itself (028)
c)	tools may wrap SBA services, expose a subset of an NF’s internal functionality, or provide operator specific or vendor specific capabilities (010)
d)	tools can also be customized and dynamically provisioned within the network as needed (010)

-	P3.6: other considerations proposed regarding the workflow:

a)	task plans can be iteratively updated based on interim execution results. (004, 007, 010)
b)	complex requests may involve the discovery and interaction with other agentic entities (e.g. via an A2A-like protocol) (004, 010, 039) 
c)	6G CN NFs are able to invoke AI-enabled entities to utilise AI capabilities to perform certain tasks (030).

-	P3.7: to support the modularisation of procedures, it has been proposed to:

a)	deconstruct the service procedures or functionalities as reusable tools, so the service procedure can become flexible and programmable by the 6G CN agentic entities. (010, 017, 024, 034, 039)
b)	re-composition of procedures should preserve the dependences between the parts (010, 034)
c)	define tool templates (see below) (010)
d)	preserve a legacy-compatible fallback so that an NF can always be served via the existing encapsulated service operation (034)

-	For example, it has been proposed (010) to define tool templates (similar to service templates), with, for example, the following entries:
-	Name
-	Purpose
-	Description
-	Hosting NF
-	Pre-conditions
-	Input
-	Output
-	Post-conditions
-	Procedures if applicable

-	P3.8: to access external capabilities provided by AF, some solutions propose to:

a)	6G CN agentic entity to be able to make use of tools to query, control, or influence the network, where the tools include also external capabilities provided by AF (010, 012, 039).
b)	AI-capable entities to be able to leverage the trusted external capabilities provided by AFs for certain tasks (030, 039, 042).
c)	NEF is able to expose AF capabilities (APIs) to 6G CN agentic entities as tools (012).

-	P3.9: to enable entities in 6G CN to access network AI capabilities provided by 6G CN NFs, it has been proposed that:

a)	AI-enabled 6G CN NFs are able to perform at least AI decision making and AI inference (019, 026, 030, 034, 040, 042)
b)	additionally, that AI capable entities (6G CN agentic entities, 6G CN AI-enabled NFs) are able to perform AI training, performance monitoring (019, 026, 034, 040), reinforcement learning (029), possibly with limited capability (002).
c)	enable AI capable entities to engage in federated transfer learning across different instances of NFs to get the shared model to improve iteratively its support for the local scenarios experienced by the NF instances, under the control of a ML model training controller. (032)
d)	AI related data handling to be performed by the data framework (see KI#21) (019, 030, 040).
e)	enable 6G CN NFs to access a dedicated function supporting model inference (005), model training (002, 005, 026, 040, 042) and model storage (002, 040) and group them based on their compatibility (034).
f)	AI-enabled 6G CN NFs generate customised, context-aware strategies (e.g., QoS policies, resource allocation rules) to meet their assigned subgoal, based on its embedded AI capability. (019, 030)
g)	enable 6G CN NFs to register and expose their AI capabilities for other nodes to use (002, 005, 034) and their models with model training and inference accuracy information (034, 040).


* * * * Sixth Change * * * *
6.18.4	Solution #18.4: The Foundation Layer: Native AI & Distributed Learning
Editor's note:	Targeted KI#18 Bullets: 2, 8.
6.18.4.0	Topics addressed and high-level solution Principles
This clause considers distributed Brain. It allows individual NFs to learn from local data and participate in collaborative training to improve performance over time. This provides a solid architectural basis for Bullet 8 (NFs hosting model training/inference) and supports Bullet 2 (closed-loop operations and learning techniques like reinforcement learning) throughout the 6G CN.
6.18.4.1	Description
6.18.4.1.1 AI-Empowered NFs (Infrastructure)
This clause describes how AI processing is hosted within the 6G Core. The architecture supports including allowing for Distributed AI, where NFs host their own embedded models for low-latency local decision-making, and Centralized AI, where dedicated high-compute nodes perform heavy model training and provisioning.

A. Distributed AI (Embedded Intelligence)
-	MTLF/InLF in NFs: Allows any NF (not just NWDAF) to host Model Training (MTLF) and Inference (InLF) Logical Functions. This enables the use of recent, context-rich, and domain-specific information for faster adaptive decision-making (S2-2600450 (Nokia)).
-	AI-Native NFs / RL Server: NFs (e.g., PCF, SMF, UPF) are embedded with native AI capabilities to act as Reinforcement Learning (RL) servers. This allows them to perform real-time dynamic resource allocation and traffic handling optimization by interacting directly with their environment (RL Clients) (S2-2600413 (Samsung), S2-2600405 (Samsung), S2-2600285 (vivo), S2-2600221 (Lenovo)).
-	Training/Inference Functions (TF/IF): Defines core AI functions (TF for training, IF for inference) that support independent deployment or combinable deployment embedded within other 6G NFs to form distributed network AI processing capabilities (S2-2600087 (China Mobile)).
-	Self-Learning Parameter Classification: AI-Native NFs utilize internal inference to analyze impact correlations and autonomously classify tunable parameters into Sensitivity Tiers (e.g., Tier-L vs. Tier-H), enabling risk-aware operations during the NF incubation phase (S2-2600302 (SK Telecom)).
-	AI-Native Skill Providers: NFs (e.g., UPF, PCF) are empowered with embedded "Semantic Translation Logic" to interpret abstract Agentic Skills and map them to deterministic Service Directives locally. This distributes the execution logic to the edge of the framework (S2-2600222 (Google)).
B. Centralized AI (Shared Training & Provisioning)
-	Centralized AI Node: A dedicated node with large computational power designed to handle heavy AI operations (e.g., complex model training). It provisions trained ML models to local NFs (e.g., 6G LMF, 6G PCF) for local execution, enhancing data privacy and reducing inference latency (S2-2600076 (ZTE)).
-	Model Training Network Function (MTNF): A specialized function responsible for performing model training tasks indicated by the AI Control Function (AICF). It can operate individually or collaborate with other MTNFs (e.g., for federated learning) to serve the wider network (S2-2600370 (China Telecom)).

6.18.4.1.2 Collaborative & Federated Learning
This clause defines how distributed entities collaborate to train models and optimize network performance. It supports mechanisms for Collaborative Model Training, where NFs jointly improve a shared model while maintaining privacy and interoperability, and Distributed Decision & Optimization, where NFs interact via Reinforcement Learning (RL) loops to optimize real-time actions.

A. Collaborative Model Training & Interoperability
-	Federated Transfer Learning: A hybrid training approach where a centralized entity trains a global "Base Model" using common features (e.g., general UE mobility patterns), while distributed NFs use this base to train "Customized Models" using local, instance-specific data. This reduces computing waste and signaling overhead compared to training individual models from scratch (S2-2600446 (NTT DOCOMO)).
-	NF AI Cluster: To ensure safe collaboration, NFs are grouped into "NF AI Clusters" discoverable via the NRF. This grouping identifies NFs that possess compatible AI-native capabilities (e.g., same model format, training algorithms), ensuring that only compatible peers participate in federated learning or model provisioning (S2-2600450 (Nokia)).
B. Distributed Decision & Optimization (Reinforcement Learning)
-	Distributed Reinforcement Learning (RL): Enables closed-loop optimization where an RL Server (e.g., PCF) makes policy decisions and receives feedback in the form of Rewards/Penalties from RL Clients (e.g., UPF, UE, RAN). This allows the network to autonomously learn optimal strategies (e.g., for QoS or traffic steering) through real-time interaction with the environment (S2-2600405 (Samsung), S2-2600221 (Lenovo)).

6.18.4.2	Procedures
Editor's note:	This clause will describe the high-level procedures and information flows for the solution.
6.18.4.3	Services, Entities and Interfaces
Editor's note:	This clause captures impacts on existing services, entities and interfaces.

6.18.4.4	Issues
This clause describes the main points linked to this section that have been put forward by the contributions listed in Annex X.18. The listed choices are not necessarily mutually exclusive.

-	P4.1: Close-loop has been proposed to be used as follows:

a)	A 6G CN agentic entity uses a close-loop mechanisms to address suboptimal behaviour in the current workflow and adjust tasks to be performed accordingly (004, 007, 010, 024)
b)	A 6G CN agentic entity uses a close-loop mechanism to detect degradation of its behaviour, potentially triggering re-training of its model (023, 030)
c)	AI-capable 6G CN NFs use a close-loop mechanism by subscribing to monitoring information to other 6G CN NFs and receiving feedback (rewards) depending on the performance of the system (015, 017, 029, 037)
d)	consider both local (to the AI-capable entity) and global (network-wide) close-loops managed by a central AI agent (043)

-	P4.2: learning techniques such as reinforcement learning (RL) have been proposed to:

a)	learn patterns in user mobility, resource availability and utilisation, energy information, etc stored in a memory storage to complement context information (008, 029)

-	P4.3:	monitoring has been proposed as a mechanism to:

a)	enable close-loop scenarios (as P4.2 above)
b)	allow an AI-capable entity to determine the success of an action and trigger new action if needed (010, 015, 029, 039, 043)
c)	determine performance degradation, triggering mitigation techniques, such as retraining or AI capable entity reselection. (007, 023, 029)

-	P4.4: monitoring information has been proposed to be gathered:

a)	from 6G NFs and AFs (015, 029, 031, 034, 035, 037, 039, 043)
b)	from the network state (007, 010, 014, 029)
c)	via the data framework (see KI#21) (022, 030, 039)
d)	via self-monitoring (030, 031)
e)	via external monitoring (030) (another function performs the monitoring), possibly a new 6G CN entity (023, 042, 043), or via OAM (033),
f)	via interaction with the UE or AF to monitor performance and receive feedback (007, 023, 029, 031, 033, 046)


* * * * Seventh Change * * * *
6.18.5	Solution #18.5: Governance & Safety (The Guardrails)
Editor's note:	Targeted KI#18 Bullets: 5, 6.
6.18.5.0	Topics addressed and high-level solution Principles
Define the "Conscience" of the network, ensuring that AI agents act safely, adhere to operator policies, and operate within strict authorization boundaries. This layer provides the architectural basis for KI#18 Bullets 5 and 6 (monitoring performance and enforcing operator control/autonomy levels).

6.18.5.1	Description
6.18.5.1.1 Active Governance & Authorization (The Gatekeeper)
This clause describes the "Active" governance functions that validate AI plans at runtime and strictly enforce authorization before any action is executed. These functions act as a "Police Officer," auditing requests against safety standards, subscriptions, and autonomy policies.

A. Runtime Plan Validation & Execution Control (Checking the AI's Output) 
This category includes functions responsible for intercepting the actions or plans generated by an AI agent and validating them against safety standards, autonomy levels, or operational constraints before they are executed on the network.
-	Governance and Guardrail Function (GGF): Acts as a "Safety Wrapper" using Neuro-Symbolic Validation to audit AI-generated plans against 3GPP standards and policies. It issues a cryptographic "Safety Signature" that NFs must verify before executing any AI-driven command, ensuring a "Check-before-Act" protocol (S2-2600070 (Jio Platforms)).
-	AI Autonomy Control Function (AACF): Enforces operator-configured "Autonomy Modes" (e.g., Manual, Advisory/Human-in-the-loop, Bounded Autonomy, Full Autonomy). It acts as a gateway that intercepts Action Requests from AI agents and either approves, rejects, or holds them for human confirmation based on the active mode (S2-2600583 (LG Uplus, ETRI, Ewha)).
-	Execution Constraint Enforcement (INCF): The Intelligent Network Coordination Function (INCF) enforces policies and constraints on AI Agents to prevent unauthorized execution or "agent looping" (infinite recursion), ensuring workflows remain deterministic and do not compromise network stability (S2-2600535 (Jio Platforms)).

B. Access & Capability Authorization (Checking the Request Source)
This category includes functions responsible for verifying the identity and rights of the entity (UE, AF, or internal Agent) attempting to use or discover an AI capability.
-	Control of Network AI Capabilities (AIMF): The AI Management Function (AIMF) decides whether to serve a specific UE or AF with AI capabilities based on subscription data, SLA, and network status (e.g., energy consumption), providing tiered control over who can access the "Brain" (S2-2600557 (CATT)).
-	NAS-Level AI Policy Check: The AMF queries the PCF/UDM during registration to explicitly allow or deny "AI/Intent services" for a specific UE via a new "AI/Intent Support Indication." This enables early capability awareness and prevents unauthorized UEs from flooding the network with intent requests (S2-2600167 (Jio Platforms)).
-	Agent Authorization Authority (ARF): The Agent Repository Function (ARF) acts as an Authorization Server (e.g., using OAuth). It validates requesters and issues Access Tokens which must be presented to AI Agents to grant access to their services, ensuring "Zero Trust" delegation (S2-2600207 (Oracle)).
-	External Access Governance (NEF): The NEF is enhanced with AI agent logic to authorize and authenticate requests from untrusted AFs, mapping external intent requests to allowed internal capabilities and governing closed loops to resolve conflicts (S2-2600531 (Lenovo)).
-	AI Control Function (AICF): Responsible for general AI controllability and management, selecting appropriate NFs for AI services, and ensuring the network can function in a "Baseline 6GC" mode (without AI) if needed (S2-2600370 (China Telecom)).

6.18.5.1.2 Structural Governance & Discovery Filtering (Passive Safety)
Unlike runtime validation (which audits plans after they are created), this approach enforces safety by restricting the AI's environment and topology. It limits what the AI Agent can "see" and "touch," ensuring that errors in the AI domain do not destabilize the underlying network.
-	Dual-Domain Isolation: Explicitly separates the 6G Core into two isolated domains: the "AI Agent Domain" (Probabilistic/Flexible) and the "3GPP Procedures Domain" (Deterministic/Stable). This structural separation ensures that AI reasoning errors or hallucinations do not compromise the stability of standard connectivity procedures (NAS/SBI) (S2-2600573 (Qualcomm)).
-	Authorization Filtering (NEF/ACRF): The NEF and Agentic Capability Repository Function (ACRF) perform "Authorization Filtering" during the discovery phase. They map the requester's authorization criteria to a specific list of "Allowed/Disallowed Skills." If an agent is not authorized for a capability, that skill is dynamically removed from search results (S2-2600222 (Google)).
-	Deterministic Service Directives: To prevent AI hallucinations from destabilizing the network, the architecture enforces a "Three-Stage Execution Pipeline" (Intent → Skill → Service Directive). Abstract intents must resolve into rigid Service Directives (standard 3GPP APIs) defined within the Skill Profile (S2-2600222 (Google)).
6.18.5.1.3 Lifecycle & Safe Rollout
This clause defines mechanisms for the safe introduction of AI models into a live network ("Incubation") and the ability to revert to deterministic behavior ("Fallback") if the AI underperforms.
-	AI Incubation & Sensitivity Tiers: Introduces an "Incubating" state for NFs where they are hidden from commercial traffic while learning. NFs classify their parameters into Sensitivity Tiers (Tier-L for low impact, Tier-H for critical impact). A Validator NF must verify the stability of Tier-L tuning before the NF is authorized for Tier-H autonomy (S2-2600302 (SK Telecom)).
-	Intent Assurance & Fallback: Continuous monitoring of intent fulfillment loops. If the AI-capable entity detects performance degradation (e.g., intent not fulfilled, excessive signaling), it triggers mitigation actions such as model updates or an immediate Fallback to Non-AI Mode (legacy procedures) to protect network integrity (S2-2600123 (ETRI)).
-	Closed-loop Intent Monitoring (IRLF/IALF): Introduces two logical functions: Intent Resolution (IRLF) for execution and Intent Adaptation (IALF) for monitoring. The IALF analyzes "fulfillment gaps" and triggers retraining or re-selection of AI models if the current logic fails to meet the intent (S2-2600307 (Ewha, LG Uplus, ETRI)).
-	Routing Advisor Fallback: For AI-assisted routing (e.g., in the SCP), the system caches AI predictions with a Time-To-Live (TTL). If the AI becomes unavailable or the prediction expires, the SCP automatically falls back to deterministic routing policies (S2-2600215 (Jio Platforms)).

6.18.5.2	Procedures
Editor's note:	This clause will describe the high-level procedures and information flows for the solution.

6.18.5.3	Services, Entities and Interfaces
Editor's note:	This clause captures impacts on existing services, entities and interfaces.
6.18.5.4	Issues
This clause describes the main points linked to this section that have been put forward by the contributions listed in Annex X.18. The listed choices are not necessarily mutually exclusive.

-	P5.1: scenarios for control of AI capabilities have been proposed as follow:

-	based on operator-configurable autonomy levels, trigger of mitigation actions, such as model update, reselection, fallback to non-AI mode, or reactivation of AI capabilities (007, 024), possibly for a subset of AI entities (041, 044).
-	use of AI capabilities to be subject to operator policies, configuration and availability, including the option to disable AI-assisted processing (017, 030, 044).
-	as part of UE registration or AF request, the 6G CN agentic entity may decide whether to serve the UE with AI capabilities based on policy, configuration, UE subscription, SLA with AF provider, etc (041)
-	a separate 6G CN entity to be introduced to support AI controllability and AI services management in the 6GC (001, 026, 043, 044)

-	P5.2: levels of autonomy have been classified according to multiple gradations, for example:

a)	• AI used in 6G NF for local decision
• all that plus data/model/result/AI service interacting with other NFs
• all that + AI capability at architecture level (021)
b)	• Null (AI is in learning mode / incubation)
• Restricted (allowed to tune low sensitivity parameters only)
• Unrestricted (full access to all parameters) (022)
c)	• 6GC without AI
• 6GC with AI in 6G CN NFs
• 6GC with Core Agent (026)
d)	• manual/no AI
• advisory-Human in the loop
• Bounded autonomy (e.g. fulfilling constraints/above confidence levels)
• Full autonomy (044)

-	P5.3: other proposals related to governance:

a)	to minimise operational risk and validate AIs, an AI incubation framework is proposed, where during the incubation period, the AI is only allowed to monitor the network without affecting live traffic. A Validator NF validates the progress of the AI model before raising its level.(022)
b)	separation of planning and execution, with a governance entity verifying the plan (001, 043)


* * * * Eighth Change * * * *

6.18.6	Further consideration of KI#18
Editor's note:	Targeted KI#18 Bullets: 7,9.
6.18.6.0	Topics addressed and high-level solution Principles
6.18.6.1	Description
Editor's note:	It is proposed that other aspects, such as roaming or interworking with legacy generations, are postponed until the main architecture support for AI in 6G have progressed sufficiently.
6.18.6.2	Procedures
Editor's note:	This clause will describe the high-level procedures and information flows for the solution.

6.18.6.3	Services, Entities and Interfaces
Editor's note:	This clause captures impacts on existing services, entities and interfaces.
6.18.6.4	Issues
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	Meeting
	Solution#
	TDoc
	Subject/Comment

	SA2#173
	001
	S2-2600070
	[KI#18] Solution for AI Governance and Symbolic Validation

	SA2#173
	002
	S2-2600076
	[KI#18 bullets 3, 8] New solution on AI native and AI capabilities invocation

	SA2#173
	003
	S2-2600077
	[KI#18 bullet 1] New solution on Intent transfer, analysis and execution

	SA2#173
	004
	S2-2600086
	[KI#18 Bullet#1,#3,#4] Solution on the usage of AI agent in 6G system

	SA2#173
	005
	S2-2600087
	[KI#18 Bullets#3, #8]Solution on 6G distributed AI architecture and procedure

	SA2#173
	006
	S2-2600097
	[KI#18, bullet #1&2] AI for 6G architecture: 6G AI Agent Network Architecture with Intent Interpretation

	SA2#173
	007
	S2-2600123
	[KI #18, bullet #5, #6] Solution for Intent Assurance and Performance Monitoring

	SA2#173
	008
	S2-2600157
	[KI#18, bullet #1] AI Agent-based solution to address intent-based requests from UEs and AFs

	SA2#173
	009
	S2-2600167
	[KI#18, bullet #1a,1b] New Solution to indicate support of AI services/intent between UE and 6G CN

	SA2#173
	010
	S2-2600182
	KI#18: New Solution of Agentic Core Architecture

	SA2#173
	011
	S2-2600184
	[KI#18, bullet#1] New Solution on 3GPP standardized intent-based interaction between the UE and the 6GC

	SA2#173
	012
	S2-2600185
	[KI#18, bullet#4] New Solution on enable AI capable entities in 6G CN to access trusted external capabilities provided by AF

	SA2#173
	046
	S2-2600189
	[KI#5, KI#18] Context-Guided Session Coordination for Adaptive QoS in 6G

	SA2#173
	013
	S2-2600194
	[KI#18] High Level Principles for AI for 6G architecture- Intent

	SA2#173
	014
	S2-2600207
	[KI#18, bullet 1, 3] AI Agent registration and discovery in the 6G network

	SA2#173
	047
	S2-2600215
	[KI#2&18] New Solution: AI Assisted HTTP2 Control Plane Message Routing by SCP

	SA2#173
	015
	S2-2600221
	[KI#18 bullets 1, 2, 3] Supporting distributed AI and reinforcement learning to support intent-driven operations

	SA2#173
	016
	S2-2600222
	KI#18, KI#19-Solution of Skill-Based Agentic Architecture for Semantic Discovery

	SA2#173
	017
	S2-2600234
	[KI#18, bullet 1] Solution for Intent-based Request Fulfilment from UEs and AFs

	SA2#173
	018
	S2-2600244
	[KI#18, bullet#1a and bullet#1b] How to fulfil requests from the UE or the AF that includes intents

	SA2#173
	019
	S2-2600285
	[KI#18] < New solution of overall native AI architecture for 6G >

	SA2#173
	020
	S2-2600286
	[KI#18, bullet#1] New solution for intent based interaction between UE and network

	SA2#173
	021
	S2-2600287
	[KI#18] <New solution for AI levels of 6G network>

	SA2#173
	022
	S2-2600302
	[KI#18, bullet#3, #6, #8] Solution for AI-enabled NF incubation with autonomous operation

	SA2#173
	023
	S2-2600307
	[KI #18, bullet #5] A Solution for Closed-loop Intent Fulfillment Monitoring in 6G Core Networks

	SA2#173
	024
	S2-2600344
	[KI#18] AI Agent in 6G Core (6G CN): New NF (AIAF) / Logical Role Realization

	SA2#173
	025
	S2-2600369
	[KI#18,KI#19]New Solution: Discovery of Al agents via Al agent Repository Function

	SA2#173
	026
	S2-2600370
	[KI#18, bullet #1,6,8] Solution on AI framework in 6G architecture

	SA2#173
	027
	S2-2600371
	[KI#18, bullet #1] New solution for network intent processing

	SA2#173
	028
	S2-2600386
	[KI#18] Solution for network architecture supporting AI in network handling intent based request

	SA2#173
	029
	S2-2600405
	[KI#18, bullet#2] Support of closed-loop AI operation for 6G architecture

	SA2#173
	030
	S2-2600413
	[KI#18] AI for 6G architecture

	SA2#173
	031
	S2-2600423
	[KI#18, bullet #1] New solution: Enable AI capable entities to dynamically compose parts of procedures to fulfil requests

	SA2#173
	032
	S2-2600446
	[KI#18, Bullet 8] Model Training for 6G AIML Capable NFs

	SA2#173
	033
	S2-2600449
	[KI#18, Bullet #1.a] 6G Core Intent Handling

	SA2#173
	034
	S2-2600450
	[KI#18, bullet#8] New solution to enable NFs of the 6G CN to have AIML capabilities

	SA2#173
	035
	S2-2600496
	[KI#18, bullet #1, bullet#2] Granular Procedure Modularisation in 6G CN

	SA2#173
	036
	S2-2600519
	[KI#18, bullet #1a] Intent Representation for Unambiguous Interpretation

	SA2#173
	037
	S2-2600531
	[KI#18] Enhancing NEF with AI agent logic for handling Intent based requests.

	SA2#173
	038
	S2-2600535
	[KI#18] Architecture to integrate Agentic AI in the 6G Core Network

	SA2#173
	039
	S2-2600555
	[KI#18, Bullet 1, 2, 4 and 5] new solution for Intent handling and AI agent-based network control

	SA2#173
	040
	S2-2600556
	[KI#18, Bullet 3 and 8] new solution for accessing and enabling network AI capabilities of 6G NFs

	SA2#173
	041
	S2-2600557
	[KI#18, Bullet 6] new solution for control of network AI capabilities in 6G CN

	SA2#173
	042
	S2-2600573
	[KI#18/KI#19] Native AI and agentic AI support for 6G

	SA2#173
	043
	S2-2600582
	[KI#18, 2] Service Assurance with Local and Global Closed Loops

	SA2#173
	044
	S2-2600583
	[KI#18, 6] Operator-configurable AI Autonomy via AACF

	SA2#173
	045
	S2-2600602
	[KI#18] Architectural Principles supporting AI for 6G



* * * * End of Changes * * * *


