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Abstract: This contribution provides evaluations of KI#1 support of regenerative payload.
1. Discussion
There are 14 solutions proposed to KI#1 to solve the problems raised by regenerative payload, i.e. RAN onboard. Nearly all solutions have unresolved Editor’s Notes. It is proposed to evaluate the solutions from the following aspects:
· Aspect#1: The solutions consider reusing current architecture, the movement of RAN, the disconnection between RAN and CN, and the impacts to the UE are all considered as interface management enhancement, i.e. without introducing any new interface, or any network functions. 
· Node level management: this highly relates to when the RAN leaves the service area of CN. How to keep both RAN and CN be aware of the disconnection to avoid errors, especially in the perspective of CN.
· UE level management: this relates to the impacts to the UEs when the connection between RAN and CN is lost. At the UE level, 2 main scenarios are considered to be analyzed, which are feeder link changes without AMF change and feeder link changes with AMF change..
· Aspect#2: The solutions consider introducing new functionalities to mitigate the problems caused by RAN moving. The involvement of proxy function can reduce the impact to the interface, but needs enhancements on the architecture.
· Aspect#3: General enhancements considering RAT type, TAI management, and AMF discovery
Besides, it is observed that the solutions in node level interface management of Aspect#1 and proxy solution of Aspect#2 depend on RAN feedback, especially considering the feasibility, advantags/disadvantages analysed considering NG/S1 DISCONNECT, SUSPEND/RESUME, new parameter and etc. It is proposed to send a LS to RAN to ask the feasibility before doing the conclusions, especially to RAN3.
2. Proposal

The following changes are suggested for TR 23.700-29, along with a recommendation to issue a LS to the RAN to facilitate the evaluation process.
* * * * First change* * * *

7
Overall Evaluation

Editor's note:
This clause will provide evaluation of different solutions.
7.1
Key Issue #1: Support of Regenerative-based satellite access
There are 14 solutions for KI#1 (Solution#1, Solution#2, Solution#3, Solution#4, Solution#5, Solution#6, Solution#7, Solution#8, Solution#9, Solution#10, Solution#34, Solution#35, Solution#36, Solution#42). Considering whether to introduce new function/interface to solve the problems raised by feeder link switch when RAN onboard, and the general enhancements, the following aspects have been introduced:

· Aspect#1: The solutions consider reusing current architecture, the movement of RAN, the disconnection between RAN and CN, and the impacts to the UE are all considered as interface management enhancement, i.e. without introducing any new interface, or any network functions. 
· Node level management: this highly relates to when the RAN leaves the service area of CN. How to keep both RAN and CN be aware of the disconnection to avoid errors, especially in the perspective of CN.
· UE level management: this relates to the impacts to the UEs when the connection between RAN and CN is lost.
· Aspect#2: The solutions consider introducing new functionalities to mitigate the problems caused by RAN moving. The involvement of proxy function can reduce the impact to the interface, but needs enhancements on the architecture.
· Aspect#3: General enhancements considering RAT type, TAI management, and AMF discovery.
Based on the above aspects, the solutions are categorized as shown in Fig. 1 and detailed analysis is elaborated as follows:
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Fig.1: categorizations of 14 solutions
Aspect#1: Interface enchanements when feeder link changes

Aspect#1.1: Node level interface management without new introductions of interface, or functions

When a satellite with RAN onboard leaves an area served by a CN, the NG/S1 interface is not used anymore. Solution#1, Solution#2, Solution#3, Solution#4, and Solution#36 are proposed to enhance the NG/S1 interface management.
To avoid errors at AMF/MME such as sending paging requests to a RAN that already leaves, Solution#1, Solution#2, Solution#3, and Solution#4 are proposed to enhance the N2/S1-C interface management:
· Solution#1 proposes to utilize a new message NG/S1 DISCONNECT request/response to inform AMF/MME that the RAN leaves and reuse the NG/S1 SETUP request/response when RAN orbits back. The DISCONNECT request/response requires AMF to delete the RAN context and re-establish it afterward. This mechanism increases the signaling overhead when the satellite with RAN onboard orbits back to the service area of AMF/MME.
· Solution#2 and Solution#4 introduce the concept of SUSPEND/RESUME to inform AMF/MME that the RAN leaves and orbits back respectively and enable AMF/MME and/or RAN to keep the RAN/AMF context without re-establishing and reduce the signaling overhead in feederlink. Solution#2 intends to reuse the RAN CONFIGURATION message with new suspend/resume parameters, while Solution#4 intends to utilize new NG/S1 SUSPEND/RESUME request/response messages. The efficiency of SUSPEND/RESUME has a positive correlation with the connection/disconnection periodicity between RAN and AMF.
· Solution#3 proposes to include a new “feeder link availability period” parameter in the NG/S1 SETUP request message to inform AMF/MME how long the RAN can stay in the area served by the CN. The AMF/MME can implicitly suspend the connection with the RAN when the feeder link availability period is due. But how to resume the connection is FFS.
Editor’s Note 1: Coordination with RAN is needed for Aspect#1 before final conclusion in FS_5GSAT_Ph3.
To avoid errors at UPF,  Solution#34 is proposed to enhance the N3/S1-U interface management:
· Solution#36 proposes 2 alternatives, one is to inform UPF via SMF by AMF, and the other is to enable UPF to detect the GTP-U failure via the regular echo-response sent by RAN.
Aspect#1.2: UE level interface management without new introductions of interface, or functions.
When feeder link changes, the involved nodes are RAN, gateway and CN (we take AMF as reference). If we encode the changes with binaries, as shown in Table 1, where 0 stands for not change, and 1 stands for changes, 8 scenarios resulted in.
Table 1: 8 scenarios when feeder link changes
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Based on the descriptions in Table 1, we can recognize that 
· Scenario A is not necessary to be considered, as RAN orbits.

· Scenarios B, D, E are new scenarios compared to the case of terrestrial network, where 

· Scenario B raises problems of whether the connection between RAN and AMF/MME can be always kept during feeder link switch, and whether the IP address between RAN and AMF/MME changes or not.
· Scenario D is a situation of when RAN connections to 2 AMF/MMEs. Feeder link changes raises a problem of whether RAN can always have connections to the 2 AMF/MMEs or not.
· Scenario E considers a different RAN serves the same UE in the same geographical area in a different period, but can be solved with current standard.
· Scenario C already exists in the case of terrestrial networks

· Scenarios F,G,H are cases of combinations E+B, E+C, E+D, which are assumed to be solved by combining the solutions to B,C,D with E
Solution#5, Solution#6, Solution#7, Solutiom#35 are proposed to address the UE level interface management problems. As shown in Table 2, different scenarios regarding soft/hard feeder link switch, the ability to maintain IP address between RAN and AMF, the concept of earth fixed TA and analyzed and captured. 
Table 2: Analysis on UE side of different scenarios considering feeder link change
	
	Sub-scenario
	Concepts of solution
	Solutions
	Hard or Soft
	Fixed TAI?
	Global Node ID changes?
	IP changes?

	Scenario B
	IP not change
	Reuse multiple TNL associations
	Solution#35
	Both
	Yes
	No
	No

	
	IP changes
	Per PDU session/SMF notification of CN tunnel
	Solution#7
	Hard only
	Yes
	Both works
	Yes

	Scenario E
(NOTE)
	-
	Handover /MRU/TAU procedures
	-
	-
	Yes
	No
	-

	Scenario D
	AMFs are IP reachibale
	Option#1: Load re-balancing
	Solution#6
	Both
	Yes
	No
	No

	
	
	Option#2: Logical RAN
	Solution#35
	Soft only
	Yes
	Yes
	No

	
	
	Option#3: Multiple TAI layers per earch surface area
	Solution#35
	Hard only
	No
	No
	No

	
	AMFs are IP unreachiable
	Disaster recovery
	Solution#5
	Yes
	Yes
	No
	No

	NOTE: Scenario E by default can be solved through current standard mechanism. No solution mentioned to solve this scenaripo.



To address Scenario B, 
· Solution#7 and Solution#35 both considered the IP address situation, as shown in fig.2 and fig.3. 
· For the control plane, solution#35 is the only solution, which intents to reuse the current multiple TNL associations mechanism (clause 5.13 in TS38.410) that requiring RAN and AMF/MME to maintain the IP address, and port number when adding/removing TNL associations, i.e. SCTP association when feeder link switches. However, solution#35 adds a requirement to deployment to maintain the IP address between RAN and AMF/MME with feeder link switches.
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Fig.2: control plane protocol stack

· For the user plane, there are 2 solutions, solution#35 and solution#7.
· Solution#35 is similar to control plane that assumes the CN tunnel info does not change and only the TEID in AN tunnel info changes (as the IP address is maintained), the RAN can provide the new AN tunnel endpoint information (TEIDs) to the AMF/MME by sending PDU SESSION RESOURCE MODIFY NOTIFY/E-RAB MODIFICATION INDICATION, which is a per node level message. 
· Solution#7 assumes the IP address changes, and correspondingly the CN tunnel info changes. This requires the UPF to inform the CN tunnel info to the RAN. The CN tunnel info notification can be per PDU session level, which is current PDUSession_UpdateSMContext message, or per Node level, which is a new service for SMF. Solution#7 also considers enhancement to the hard feeder link switch situation, i.e. there is a period that RAN and AMF have no connection. During the connection break period, solution#7 is proposed to enable the user plane (RAN for UL and UPF/S-GW for DL) to buffer data in order to enhance service continuity. This mechanism is also applicable to mitigate the signalling overhead to soft feeder link switch situation when the amount of the UEs to be switched between gateways are huge.
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Fig.3: user plane protocol stack
To address Scenario D:

· Solution#5, Solution#6, Solution#35 are proposed. Different from scenario B, the IP address between RAN, gateway, and AMF/MME or S-GW/UPF changes by default. In the case of terrestrial network, AMF/MME changing means the UE moves outside of the area that is served by the source AMF/MME, which is different from the case of regenerative payload case, where the UE is still in the same tracking area. 
· Solution#6’s concept is to reuse the current AMF/MME load re-balancing mechanism (clause 4.3.7.3 in TS 23.401, clause 5.19.4 in TS23.501) by changing the trigger condition to “feeder link switch”, i.e.: for (E)CM-CONNECTED UEs, the source AMF/MME requires the RAN to release the N2/S1-C connection before the feeder link switch, and the RAN accordingly informs the UE to initiate the Registration request/TAU. RAN will connect the UE via a new TNL association (via the new feeder link) to the target AMF/MME; For (E)CM-IDLE UEs, the source AMF/MME informs the RAN of the new TNL associations with the target AMF/MME. When RAN receives UE’s initial NAS message with GUAMI pointing to the source AMF, the RAN will select the target AMF/MME. The method of how to enable AMF/MME to be aware of the feeder link switch is not mentioned, but Aspect#1.1 can be utilized. Solution#6 requires source AMF/MME and target AMF/MME to be in the same AMF set/MME pool. For the case of when source AMF/MME and target AMF/MME are not in the same AMF set/MME pool, solution#6 employs a method to inform UEs to re-register to have the connection with the target AMF/MME.
· Solution#35 proposed 2 concepts to mitigate the problem by reusing the current mechanism with enhancements on deployment/configuration:

· Solution#35’s first concept is a logical RAN concept, i.e. whenever RAN connects to a different gateway, it broadcasts a different Global RAN NODE ID to mitigate the AMF changing + same TAI issue. By enabling RAN as a different RAN, for (E)CM-CONNECTED UEs, the source RAN initiates the N2/S1 handover procedure to move the UEs from source AMF/MME to target AMF/MME; For (E)CM-IDLE UEs, by monitoring the SIB messages, UE establishes an RRC connection with the target RAN and via the target RAN connects to the target AMF/MME. This requires a soft feeder link switch for the deployment
· Solution#35’s concept 2 is a multiple TAI layer concept, i.e. whenever RAN connects to a different AMF, it broadcasts a different set of supporting TA lists. By enabling the same RAN to broadcast different TA lists, for (E)CM-CONNECTED UEs, the handover mechanism can be reused; for (E)CM-IDLE UE, when TA changes, MRU/TAU procedure will move UEs to the target AMF/MME. This is used only for the hard feeder link switch situation but also violates the earth fixed tracking area concept.
· Solution#5 considers a situation when the source AMF/MME and target AMF/MME are IP unreachable. When the feeder link changes, UE is necessary to be notified to re-register to the target AMF/MME. There are 2 alternatives to notify the UE, one is via RAN broadcasting, which is suitable for both RRC-IDLE UEs and RRC-CONNECTED UEs, and the other is via NAS message sent by source AMF/MME, for RRC-IDLE UEs, paging the UE to be CONNECTED is necessary. However, this scenario is very rare, as it assumes there is no IP connectivity between target AMF/MME and source AMF/MME. This only applies to the hard feeder link switch situation. How the old AMF/MME release UE context is not clear.

Aspect#2: Architecture enhancement with new introduces of function and interface
Another branch solution to solve the regenerative payload problem is from an architecture perspective, i.e. by introducing new functionalities to mitigate the impacts on the interface caused by RAN moving and feeder link changes, i.e. N2/S1-MME for control plane, and N3/S1-U for user plane. Solution#9, Solution#10 and Solution#42 introduce the concept of proxy/relay. When RAN onboard the satellite moves, it communicates with the proxy/relay on the ground, the proxy/relay will stand for the RAN to interact with CN (i.e. with AMF/MME for control plane, and UPF/S-GW for user plane). From the CN’s perspective, there is no difference between the case of the terrestrial network, but from the RAN’s perspective, the interactions with the proxy on the ground still suffer from frequent disconnections. 
· Solution#9 assumes the functionalities of proxy are more like CN, and the mapping relationship with the gateway is 1 to many. The node level and UE level interface management mechanism as introduced in Aspect#1 can be reused when the feeder link changes. Solution#9 can be used as a deployment solution to enhance the 
· Solution#10 assumes the functionalities of proxy are more like RAN, and the relationship with the gateway is 1 to 1. Any RAN that connects to the same gateway can be viewed as a single RAN from CN’s perspective. This requires a new interface management mechanism which is in the scope of RAN.
· Solution#42 initially proposed to solve the UE-satellite-UE communication path switch for IMS service, which calls for the Relay to integrate functionalities of gNB+UPF when facing CN, IMS AGW when facing IMS core, AMF+UPF when facing gNB onboard, SMF when facing UPF onboard, and P-CSCF when facing IMS AGW onboard. Considering the aspect of only gNB onboard, it adds no difference from solution#9 and solution#10.
Editor’s Note 2: Coordination with RAN is needed before final conclusion in FS_5GSAT_Ph3.
Aspect#3: General optimizations to enhance regenerative payload situation 

Apart from the options to solve the frequent disconnection problem caused by RAN on board, there are several solutions proposed to optimize current mechanisms in the context of RAN onboard
· Solution#2, #4 proposed to enhance the TAI management at AMF/MME by adding a “valid period” dimension to the mapping relationship between the Global RAN node ID and the Supporting TA list. The benefit of introducing a “valid period” is to reduce the frequent TAI update by RAN, i.e. utilizing storage to exchange the feeder link signaling overhead, as the current mechanism requires whenever the supported TAI changes, the RAN should send the updates to the AMF. This mehcniasm provides more efficiency regarding the MEO/LEO that provides earth-moving coverage compared to the MEO/LEO that provides quasi-earth fixed coverage. Solution#4 also provides possibilities to enable AMF/MME to page UEs via RAN that connects to the AMF/MME through ISL to enhance the reachability of the core network.
· Solution#8 considers adding 2 new RAT types when RAN onboard, “REGENERATIVE_MEO” and “REGENERATIVE_LEO” to mitigate the gaps with transparent payload situation regarding the policy control, charging and QoS management including both CN PDB and AN PDB. The determination of RAT type, along with QoS and charging policies, would continue to utilize the existing transparent mechanism framework.
· Solution#34 proposes a concept of an AMF agent that proxying all the potential AMFs that the RAN may connect to within one certain area when it moves. This method reduces the RAN's need to store multiple AMF contexts by only keeping the context of the proxy AMF. The success of this approach depends on how many AMFs the RAN can connect considering the RAN onboard satellite orbiting periodicity and earth’s rotation, and the deployment ratio between the number of gateways and AMFs (as AMF proxy is considered to be deployed near the gateway). This solution is especially useful in scenarios where consolidating access to multiple AMFs through a single proxy to streamline operations of managing connections and contexts within the RAN.
* * * * End change* * * *
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