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Abstract of the contribution: This contribution proposes a solution based on Transfer Learning technique combined with the Federated Learning approach to train ML model to be used for Direct AI/ML UE positioning. 
1	Discussion
The following aspects are identified in the KI#1 of TR 23.700-84 to be studied in the context of FS_AIML_CN:
-	Study whether and how an AI/ML model for direct AI/ML positioning (i.e. case 2b/3b) is handled:
-	Which entity trains the model for direct AI/ML positioning and if the entity that train the model and the consumer are different, how the model consumer gets the trained AI/ML model;
-	Which entity act as the model consumer that will use the trained model to perform inference and/or derive UE position;
-	Whether and how to support direct AI/ML positioning at LMF with additional 5GC enhancements.
To address these aspects, in this paper, under the assumption of multiple LMFs deployment in the network, it is proposed that the LMFs collaboratively train the ML model for direct AI/ML UE positioning via Horizontal Federated Learning, where LMFs are the FL clients to train the model using local training data and NWDAF act as FL server to conduct the FL training process. Moreover, in the case of using multiple ML models for positioning different categories of UE (with different characteristics) or to meet different positioning requirements or using different input data for training, it is proposed that instead of training individual ML models from scratch for different cases, the Transfer Learning technique can be utilized where NWDAF may train a base model capturing the common features of different categories, then this base model is used to build and train specific ML model for each category of UE. This approach speedups the training process of the specific model since pre-learned knowledge is transferred via the base model.
2 Proposal
[bookmark: _Hlk513714389]It is proposed to update TR 23.700-84 according to the following text.

[bookmark: _Toc148441670][bookmark: _Toc435670433][bookmark: _Toc436124703][bookmark: _Toc509905226][bookmark: _Toc510604403][bookmark: _Toc22214904][bookmark: _Toc23254037]********** First Change **********
[bookmark: _Toc22192650][bookmark: _Toc23402388][bookmark: _Toc23402418][bookmark: _Toc26386423][bookmark: _Toc26431229][bookmark: _Toc30694627][bookmark: _Toc43906649][bookmark: _Toc43906765][bookmark: _Toc44311891][bookmark: _Toc50536533][bookmark: _Toc54930305][bookmark: _Toc54968110][bookmark: _Toc57236432][bookmark: _Toc57236595][bookmark: _Toc57530236][bookmark: _Toc57532437][bookmark: _Toc153792592][bookmark: _Toc153792677][bookmark: _Toc157534622][bookmark: _Toc157747893][bookmark: _Toc16839382]6.0	Mapping of Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
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	Use cases (optional)

	Solutions
	<Key Issue #1>
	<Key Issue #2>
	<use case #x>
	<use case #y>
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[bookmark: _Hlk158805823]
********** Next Change (All new text) **********
6.x	Solution #X: ML model training for direct AI/ML UE positioning by transfer federated learning 
[bookmark: _Toc157534624][bookmark: _Toc157747895][bookmark: _Toc500949099][bookmark: _Toc92875662][bookmark: _Toc93070686][bookmark: _Toc148441678]6.X.1	Description
Editor's note:	This clause will describe the solution principles and architecture assumptions for corresponding key issue(s). Sub-clause(s) may be added to capture details.
[bookmark: _Toc500949101][bookmark: _Toc92875663][bookmark: _Toc93070687]The proposed solution is based on the following observations:
First, whereas it is under study and not concluded yet, one potential option is that the input data for direct AI/ML UE positioning in the case 2b/3b is available through LMF. In this case, one option is to train ML model in the LMF; this approach eliminates transferring all the training data (which could be huge) from LMF to another NF (e.g., NWDAF) to train the ML model, and then returning back the trained ML model to the LMF (where the inference is taken place). Therefore, this option can reduce the data transfer overhead in the operator’s network. Taking into account this observation, in this solution, it is proposed to train the ML model for direct AI/ML UE positioning in the LMF.
Second, positioning a large number of UEs (using AI/ML techniques) will incur a high load on the LMF. To provide timely responses, which are necessary in some use cases, multiple LMFs may need to be deployed in the network. In this deployment scenario, if the UE positioning ML model is trained in LMF and there is no collaboration between the LMFs, each LMF trains the ML model independently which suffers two drawbacks: i) training data may not be sufficient to reach high accuracy because it is limited to the measurements available to the corresponding LMF, ii) all LMFs are training the same model (i.e., the ML model to determine the location of UE), this redundant training is wasting computing resources (which could be significant considering the number of LMFs and the complexity of the ML model). To address these issues, it is proposed that LMFs collaboratively train the ML model via Federated Learning (FL) where each LMF trains the ML model (received from the FL server) using its own local training data without the need to transfer the training data to other entities. This FL process is conducted by NWDAF which is the FL server. 
Third, from positioning perspective, UEs can be categorized into multiple categories with different positioning characteristic/requirements such as "indoor UEs", "Outdoor UEs", "Stationary UEs", "High-Speed UEs", etc. Moreover, there are different requirements of positioning accuracy, e.g., Horizontal positioning error needs to be less than 3m for 80% of UEs in indoor deployment or Horizontal positioning error needs to be less than 10m for 80% of UEs in outdoor deployments. Positioning all different categories of UEs and satisfying all the requirements using a single ML would need a complex model (to take all the different features and requirements into account) which is difficult to train for an acceptable accuracy level. In general, it is not expected that a single positioning technology has to meet all the targets for every scenario. Therefore, another option would be training multiple ML models for different scenarios. While training an individual category-specific ML model for each category is easier to achieve acceptable accuracy, training from scratch the ML models does not take into account the commonalities of the ML models; more specifically, despite specific features can be considered for training a specific ML model for each category, there are common input data features can be used to train ML model for a subset of or all categories. To avoid training multiple ML model (which are sharing some commonalities) from scratch that waste computing resources, it is proposed to use the Transfer Learning technique where some already obtained knowledge is transferred to speed up the training of other ML models. More specifically, it is proposed to build and train base ML model(s) that captures the commonalities of multiple categories (e.g., a base Model for “Indoor UEs” and “Stationary UEs”, another base model for “Outdoor” and “High-speed UEs”) then use this base model to build category-specific ML models by augmenting the base model (e.g., adding extra layers to the Deep Neural Network of the base model). Via the transfer learning technique, the knowledge learned via the base model will speed up the training of the category-specific models (in comparison to training the models from scratch). In the proposed solution, NWDAF is responsible for training the base model. Moreover, since the base model only needs to consider commonalities of different categories, its training does not need all the detailed input data stored in LMF. In the proposed solution, NWDAF subscribers to LMF to get only a subset of input data which are specified by aggregation (e.g., average speed of UEs) and/or filtering (e.g., only some features) and/or sampling (e.g., sampling with a given period) rules and train the base model(s) using the aggregated/filtered/sampled input data; this reduces the overhead of the transferring the raw/detailed input data from LMF to NWDAF.  
The architecture of the proposed solution is shown in Figure 6.x.1-1, where all NFs register their capabilities in the NRF, LMFs collect full training data from UE and/or RAN, subset of data is collected by NWDAF from LMF, and NWDAF trains the base models and acts as the FL server.




Figure 6.x.1-1: Architecture of the proposed solution
The overall procedure is as follows (detailed of the steps explained in clause 6.x.2).
1.	NWDAF and LMFs register their capabilities and supported ML models in the NRF.
2.	NWDAF collects the aggregated/filtered/sampled data and trains the base model(s) for different categories of UEs.
3.	When there is a request for UE positioning, if an updated/new ML model is needed, LMF finds an appropriate NWDAF by querying NRF and then requests the corresponding ML model (considering the UE category and positioning requirements) from the selected NWDAF. 
3.	If (re)training of the requested ML model is needed, MWDAF builds the category-specific ML model using the corresponding base ML model, and then starts the federated learning (i.e., selects appropriate LMFs as FL client, sends the current version of the ML model to the LMFs).
4.	FL clients LMFs train the ML model using the local training data and sends updates to the FL server NWDAF.
5.	After a number of repetition, the ML model is trained collaboratively and finally NWDAF sends the trained ML model to the requesting LMF. 
6.	The LMF conducts inference using the ML model and determines the UE location.
[bookmark: _Toc148441679]6.x.2	Procedures
Editor's note:	This clause describes high-level procedures and information flows for the solution.
In this clause the procedures of the proposed solution are described. 
[bookmark: _Toc326248711][bookmark: _Toc510604409][bookmark: _Toc92875664][bookmark: _Toc93070688]6.x.2.1	NRF Registration Procedures 
NWDAF and LMF register their capabilities and supported ML models in NRF as described in Figures 6.x.2-1 and 6.x.2-2 respectively.



Figure 6.x.2-2: NWDAF registration procedure
1.	NWDAF registers its profile in NRF using Nnrf_NFManagement_NFRegister service operation where the profile may include in the following information:
	- Interoperability indicator 
	- Base model provisioning capability 
	- FL server capability
	- Supported ML models for direct UE positioning information (including supported UE categories, list of input training data, …) 
2.	NRF stores the NWDAF profile.
3.	NRF sends response to NWDAF.



Figure 6.x.2-2: NWDAF registration procedure
1.	Each LMF registers its profile in NRF using Nnrf_NFManagement_NFRegister service operation where the profile may include in the following information:
	- Interoperability indicator 
	- FL client capability
	- Supported ML models for direct UE positioning information (including supported UE categories, list of input training data, …) 
2.	NRF stores the LMF profile.
3.	NRF sends response to the LMF.
6.x.2.2	Base Model Training Procedure 
NWDAF with the capability of base model provisioning capability collects data and train the base models according to the procedure depicted in Figure 6.x.2-3.


Figure 6.x.2-3: Base model(s) training procedure
1.	NWDAF subscribes to LMFs to collect a subset of training data which are specified by aggregation and/or filtering and/or sampling rules. These rules limit the training data to the samples needed for training the base model(s) (to capture the commonalities among different categories and scenarios). For examples, the aggregation rules can specify how the training samples can be averaged over a specific area or specific time period, the filtering rules can select only a subset of features or data samples, and the sampling rules may specify to get some samples from the full training data available in the LMFs.
2.	NWDAF gets a subset of training data from the LMFs.
3.	NWDAF trains the base one or more model(s) for all or subset of UE categories using the training data.
6.x.2.3	Transfer Federated Learning Model Training 
Figure 6.x.2-4 shows the procedure of training ML model for UE positioning via transfer federated learning where the NWDAF with the base model provisioning capability is not the same as the NWDAF with the FL server capability.


Figure 6.x.2-4: UE Positioning ML Model training via Transfer Federated Learning
1.	The LMF determines that training or retraining of a specific UE positioning ML model is needed.
2.	The LMF discovers a suitable NWDAF with the FL server capability using the NRF by sending a corresponding request which gives information about the model (e.g. the UE category for which the model should be trained) and the NF Consumer information (for the interoperability checking). 
3.	The LMF sends a request for the specific model to the discovered FL server NWDAF including information about the model.
4.	The FL server NWDAF determines the base model that it intends to use for training the model, but it cannot be provided the NWDAF itself.
5.	The FL server NWDAF discovers another NWDAF with base model provisioning capability which can provide the determined base model by sending a request to NRF which includes information about the base model (a UE category for which it should be suitable as a starting point) and the NF Consumer information.
6.	The FL server NWDAF requests the base model from the discovered base model provider NWDAF (e.g. by sending a request including an identification of the requested base model).
7.	The base model provider NWDAF provides the requested base model (which was trained using the procedure described in clause 6.x.2.2) to the FL server NWDAF.
8.	The FL server NWDAF discovers suitable FL client LMFs using the NRF by sending a corresponding request which gives information about the model (e.g. the UE category for which the model should be trained) and the NF Consumer information.
9.	The FL server NWDAF builds the specific positioning model from the base model it has received from the base model provider NWDAF (e.g. by adding one or more layers). This is optional in case that the base model has already the same architecture as the model to be trained and is a pre-trained version of it. Further, the FL server NWDAF selects the FL client LMFs to be used for federated learning of the model.
10-13. The FL server NWDAF and the set of FL client LMFs then perform federated learning to train the specific ML model for UE positioning collaboratively. This includes a loop until a stopping criterion is fulfilled (which the FL server checks), wherein each iteration includes the FL server sending a model training request to the LMFs including a current version of the model in step 10, the LMFs performing local training of the model to determined updates of the current version of the model (using it as a starting point) in step 11, the LMFs  sending the updates to the FL server in step 12 and the FL server updating its version of the model (also denoted as the global model) in step 13.
14.	The FL server NWDAF then provides the trained model to the requesting LMF.
6.x.2.4	Direct UE Positioning by LMF-side ML Model  
Positioning of UE by LMF using the ML models trained via transfer federated learning is depicted in Figure 6.x.2-5 where the LMF may decide to use multiple ML models and ensemble them to achieve higher accuracy.


Figure 6.x.2-4: UE Positioning ML Model training via Transfer Federated Learning
1.	The UE, the RAN or the AMF issues a positioning request for a UE. 
2.	The AMF sends a request to determine a position of the UE to the LMF which includes information about the characteristics of the UE for example a device type of the UE, or mobility information about the UE (such as a speed estimate), etc.
3.	The LMF identifies one or more ML models that are suitable for determining UE position.
4.	The LMF obtains the one or more identified ML models (e.g. as described with reference to Figure 6.x.2-3).
5.	The LMF collects inference data, i.e. UE information.
6.	The LMF performs inference by supplying the collected inference data to each of the obtained one or more ML models.
7.	Each of the one or more ML models directly output the UE position. To improve the accuracy, the output of multiple ML models can be combined (e.g., averaged) via ensemble methods
8. The LMF responds to the AMF indicating the determined UE position.
[bookmark: _Toc148441680]6.x.3	Impacts on existing services, entities and interfaces
Editor's note:	This clause captures impacts on existing services, entities and interfaces.
The solution has the following impacts:
NWDAF:
-	UE Positioning based model provisioning capability
- 	FL server capability for training UE Positioning ML model 
LMF:
-	UE Positioning training data provisioning
-	FL client capability for training UE Positioning ML model
NRF:
-	Registration and discovery of LMF considering FL client capability and interoperability indicator

********** End of Changes **********
[bookmark: _Hlk158806653][bookmark: _Hlk158806654][bookmark: _Hlk158806657][bookmark: _Hlk158806658][bookmark: _Hlk158806671][bookmark: _Hlk158806672]3GPP
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