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Abstract: This contribution proposes a solution for KI#2 about training process of VFL
[bookmark: _Toc352077766]1. Discussion
In this contribution, we propose a solution for the the training process of  2-side VFL, which includes VFL server and one or more VFL client(s). This solution covers 2 bullets in KI#2 highlighted below:
This Key Issue aims to study architecture enhancement to support VFL, which allows the cooperative AI/ML training and inference with the following aspects:
-	Identify VFL use cases and under which conditions, and for which entities these VFL use cases show that VFL is justified to train ML models.
-	Whether and how to support architecture enhancement for supporting VFL for model training and/or inference. In particular:
-	Whether and how the existing NF discovery and selection needs to be enhanced.
-	Whether and how ML Model training and/or inference related procedures need to be enhanced to support VFL.
-	Whether and how to do performance monitoring for the ML model trained via VFL.
-	Whether and how to provide ML Models to the participants in the VFL training process.
-	How to support sample and feature alignment among the participating network entities when performing VFL.
2. Proposal
[bookmark: _Toc97057914][bookmark: _Toc97057841][bookmark: _Toc510604409][bookmark: _Toc97052787][bookmark: _Toc326248711][bookmark: _Toc97052459]This paper proposes to add a solution for Key Issue #2 to TR23.700-84 as follows.
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Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
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[bookmark: startOfAnnexes][bookmark: _Toc500949097][bookmark: _Toc92875660][bookmark: _Toc146539438][bookmark: _Toc93070684]6.x	Solution #X: 2-side VFL training process
[bookmark: _Toc146539440][bookmark: _Toc93070686][bookmark: _Toc92875662][bookmark: _Toc500949099]6.x.1	Description
[bookmark: _Toc500949101]This is a 2-side VFL training process that includes one VFL server and one or more VFL client(s). The training is done by exchanging intermediate data(e.g. intermediate training result, loss information). It is assumed that the VFL server has ground truth data or labels or is able to collect ground truth data or labels. It is also assumed that the client/server discovery and selection, the sample/feature alignment among VFL clients are done before the training process described below.
[bookmark: _Toc92875663][bookmark: _Toc146539441][bookmark: _Toc93070687]6.x.2	Procedures
The 2-side VFL training process can be conducted as follow:

0.NF discovery/selection, sample/feature alignment are done
VFL clients(1 or more)
VFL server

1b. initial model response
1a. initial model request

1c. initial model delivery(Alternative step of 1a/1b )

1d. No model delivery

2. Data collection/Train local model base on the local data

3. Send intermediate training result

4. Compute loss

5. Send loss information

6.Compute gradient and Continue local model training

7.Repeat step 2-6 until the termination condition reached

8. Send VFL training termination indication


Figure 6.x.2-1: Procedure for VFL training
0. The NF discovery/selection and feature/sample alignment are done before the VFL training process.
1a. [optional] The VFL client sends a request to VFL server to request an initial ML model if it does not have a local ML model for VFL training.
1b. [optional] The VFL server distributes an ML model to VFL client(s) if VFL client requested in step 1 together with the interoperability information of the model(e.g. model file format, execution environment). In this message, the VFL server may specify a maximum response time(i.e. the maximum time between receiving loss and sending back the intermediate training result) in every iteration.
1c.[Alternative option of 1a and 1b] The VFL server distributes an initial model to every VFL client together with the interoperability information of the model.In this message, the VFL server may specify a maximum response time(i.e. the maximum time between receiving loss and sending back the intermediate training result) in every iteration.
1d. [Alternative option of 1a/1b and 1c] No model delivery. The VFL server specify a maximum response time in the message.
2. The VFL client trains the ML model based on its local data. It may collect data from other NF if the training data is not available.
3. The VFL client trains the ML model and sends the intermediate training result to VFL server.
4. The VFL server computes loss based on the intermediate training result and ground truth data. The iteration + 1.
5. The VFL server sends the loss information(e.g. the loss value, type of loss(e.g. cross-entropy)) to VFL client(s).
6. The VFL client computes gradient based on its local algorithm(e.g. stochastic/batch gradient descent) and further updates/trains the local model.
7. Steps 4-7 should repeat until the termination condition(e.g. the loss is converged below a threshold value or the preset number of iterations is achieved) is reached. When to terminate the VFL training process is decided by VFL sever.
8. The VFL server sends a termination indication of the VFL training process to VFL client(s).
NOTE： If one of the VFL server or VFL client(s) is inside 5GC and another one is an external AF, the interaction between them shall via an NEF.
[bookmark: _Toc92875664][bookmark: _Toc146539442][bookmark: _Toc93070688]6.x.3	Impacts on existing services, entities and interfaces
To implement the solution above, the VFL server entity(e.g. NWDAF, AF) shall able to compute loss base on the intermediate training data received from VFL clients and send the loss information to VFL clients. Besides, it shall decide to stop the VFL training process if the loss converged below a threshold value or the preset number of iterations achieved. At the start of the training process, it may send a model for VFL training to VFL client. The VFL client entity(e.g. NWDAF, AF) shall have ability to perform local model training and send the intermediate training result to VFL server. After receiving the loss information from VFL server, it shall update gradient and continue model training.
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