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Abstract: Prepare and propose a way for consolidation on KPI requirements on Immersive section based on agreed table header, with updated values.
1. Introduction
Based on the meeting preparations, this document only provides the consolidation way forward and discussion regarding the immersive KPIs, based on TR 22.870 and do not include performance requirements with editor’s note.
2. Reason for Change
To provide communication performance requirements contribution and reflect key points regarding the performance requirements of immersive sections.
3. Conclusions
<Conclusion part (optional)>
4. Proposal
It is proposed to agree the following changes to new version of 3GPP TR 22.870.
Discussion Part
Besides the basic template consolidation, the following comments have been taken into consideration for the latest updates：
General：
CM1: It needs to be clarified whether immersive and AI KPI definitions (already in agreed KPI tables) can be directly used during the consolidation work. 
CM2: Some of this definition already exists in other specs can we just point to those specs instead of introducing the definitions here. Also, it would help see which definitions new and which ones are not New.  
CM3: Which existing KPI table of TR 22.870 can be merged this time?
• Comments: Need to list merged table at the beginning. 
• Tables with EN need to put into Part II. 
CM4: consolidate the immersive KPIs and AI KPIs in separate documents. 
CM5: Putting existing use cases and definitions in separate files to simplify consolidation.
CM6: “Characteristic parameter”, “Influence quantity”, are suggested to be removed from the tables at this point.
CM7： Do we need a separate column for the "number of UEs"? This parameter is only applicable to UC 9.6 and, not every other use cases? “Other KPIs” is used to cover number of UEs and other values with further check the reference of "Area traffic capacity", "Communication service availability", "Overall user density", "Activity factor".

UC 9.12 Personalized interactive immersive guided tour 
CM1: the word “lag” in the synchronization threshold should be either defined or removed, change to delay? Or advanced? CM2: Probably consider aligning the terminology for "lag" and "delay". Changing "lag" to "delay" would be an option, for the sake of consistency with the term in 22.261.
[bookmark: OLE_LINK6]Keep the option of separating UC9.12 and UC9.3 into two independent tables to solve the above CMs, maintaining the original parameter usage to reflect the use case itself, based on the discussion. Added a CPR of UC9.12 table.
UC 9.2 Immersive Gaming
CM1: note A-6 is not referenced by the table. Author added.
Change1: note A-3 can be merged to table. Need author and companies further check. Author accepted.

UC 9.6 Immersive Gaming Immersive media content production via the wireless link
[bookmark: OLE_LINK4]Change1: note B-1 can be merged to table. Need author and companies further check. Author suggested to keep it.

UC 9.7 Use case on multiple application media synchronization 
[bookmark: OLE_LINK5]CM1：UC 9.7 can be in a separate table, as it is distinct from UCs 9.12 and 9.3. 

[bookmark: _Toc215486927]9.18	Use Case on Immersive Audio Production in Live Events 
Table 9.18.6-1 was newly consolidated.
9.5	Use case on seamless immersive reality in education
Brackets removed from table values.
[bookmark: _Toc48052896][bookmark: _Toc215486857]9.8	Use case on holographic telepresence in healthcare
Table 9.8.6-1 was newly consolidated. With the author's assistance, the data rate parameter has been corrected to the right place.


* * * First Change * * * *
[bookmark: _Toc219733392]14.2	Consolidated Performance Requirements 
[bookmark: _Toc219733398]14.2.4	Immersive Communications
[CPR 14.2.4-1] The 6G system including IMS shall provide various immersive communication services with the KPIs in table 14.2-4-1.

Table 14.2-4-1: Performance requirements for immersive communication services
	Use Cases
	Max allowed end-to-end latency
	Service bit rate: user-experienced data rate 
	Reliability
	UE Speed
	Service Area
	Other KPIs

	
	
	Downlink
	Uplink
	
	
	
	

	Immersive Gaming

(UC 9.2 A)

	Compute flows: [5 - 20ms]

Conversational and game state flows:
[50 - 100ms]

Streaming flows: 
[200 - 300ms]
	(note A-6)
Player/Cheerleader: 
(note A-1) 
[640 Mbps] (8K, 120fps, compression ratio of 300 and 8 bits per color)

[240 Mbps] (8K, 120fps, compression ratio of 400 and 12 bits per pixel)

[200 Mbps] (8K, 90fps, compression ratio of 400 and 12 bits per pixel)









	(note A-6)
Player/Cheerleader: 
(note A-2)
[100 Mbps]






















	[99.9 – 99.99 %]

	Stationary, pedestrian

	[38 m x 15 m]
(note A-5)




	Positioning accuracy: [≤10 cm]

Number of UEs ~145
(note A-5)


	
	
	Spectator: 
(note A-3) 
[320 Mbps] (2D 8K video, 120fps, compression ratio of 300 and 8 bits per color)

[120 Mbps] (2D 8K video, 120fps, compression ratio of 400 and 12 bits per pixel)

[100 Mbps] (2D 8K video, 90fps, compression ratio of 400 and 12 bits per pixel)
	Spectator: 
(note A-4)
[10 Mbps]

	
	
	
	

	Immersive media content production via the wireless link

(UC 9.6 B)

	[100ms]
(note B-1)

	
	(note B-2)
[2.65 Gbps] (4K, 60fps, 10 bits per color, compression ratio of 4) 	Comment by QUN WEI: E///: clarification?	Comment by QUN WEI: No further modification suggestion. Moderator keep it like it is.

[1.1 Gbps] (4K, 60fps, 10 bits per color, compression ratio of 10) 

[7.96 Gbps] (8K, 60fps, 10 bits per color, compression ratio of 6) 

[4.8 Gbps] (8K, 60fps, 10 bits per color,
compression ratio of 10)
	[99,99 %]
	Stationary, Pedestrian
	30 m x 30 m
	# of UEs:
4
(note B-3)

	Seamless Immersive Reality in Education

(UC 9.5 D)

	Split rendering：< 10ms

Voice：< 50ms

Collaboration：< 150ms
	< 250 Mbps

	< 250 Mbps

	N/A
	Pedestrian
	N/A
	Area traffic capacity: 
Indoor: < 250 Mb/s/m2
	 Outdoor (Wide Area)
: < 20 Mb/s/m2

Positioning accuracy:
Horizontal: ≤ 10cm
[bookmark: _MCCTEMPBM_CRPT86320279___4]Vertical: ≤ 10cm
# of UEs:
40	Comment by QUN WEI: The Value 40 have no further comments. Moderator keep like it is.
(Nokia: An estimate number of UEs (teacher and students equipped with this technology) would be useful for the third UC (education))
Moderator: provided the number 40 based on the seating capacity of a standard school classroom.


	Mixed Reality gaming

(UC 9.9 E)

	[20ms] 
(note E-1)
	[50 Mbps]
 (note E-2)



	[50-100 Mbps]
 (note E-3)


	N/A
	5 km/h

	N/A
	Communication  service availability:
Dense Urban [99%] 
Urban [99%]
Rural [98%]

Overall user density:
Dense Urban [25,000 /km2] 
Urban [1000-10,000 /km2] 
Rural [100 /km2]

Activity factor: 2%
(note E-4)

	Holographic telepresence in Healthcare

(UC 9.8 F)

	Presence:
[<100 ms]

Movement:
[<20 ms]
(note F-1）
	[~ 240 Mbps]
(4K, 30fps, 8 bits per colour, 6DoF, compression ratio 100)

[~ 950 Mbps]
(8K, 30fps,8 bits per colour, 6DoF, compression ratio 100)

[500 Mbps-1 Gbps]
(3D Point cloud, 30fps,8 bits per colour, 6DoF, AI-based)
(note F-2)
	
	[99.9%-99.999%]
	Stationary, Pedestrian
	[5 m x 5 m]
(note F-3)
	# of UEs:
1


	NOTE A-1: It is important to note that the data rates may change under different assumptions. Data Rate = Video resolution * (Bits per color * 3) * Refresh rate * # of eye buffer / (compression ratio), with the following assumptions: 2 eye buffers; 8K video resolution; refresh rate of 120 fps or 90 fps. The frame rate of 120 fps is assumed as it has been shown that such high frame rate helps reduce the probability of simulator sickness [15]. 90 fps is the typical frame rate in current display device. compression ratio of 300 and 8 bits per color; or compression ratio of 400 and 12 bits per pixel [160]. A resolution of 8K (8192 x 4320) per eye can help to remove graphics pixelation and provide good XR user experience [159]. High refresh rates (e.g. 120 fps) are very correlated and inter prediction between frames increase compression. Some codecs (e.g. MV-HEVC) may further drop the bitrate requirement.
NOTE A-2: Significantly higher compared to 5G to enable sensor sharing for split computation.
NOTE A-3: DL data rate for a spectator is assumed to be 2D 8K video. 
NOTE A-4: UL tracking for a spectator not as intensive as the player/cheerleader so the data rate is expected to be on the order 1/10x less.
NOTE A-5: Average basketball court is 28 m x 15 m (adding 5 m on both sides for the local spectator seating) to make a 38 m x 15 m basketball gymnasium. It is expected that there are approx.100 users within the location, ~11 players (with 4 devices each) and 12 cheerleaders (with 2 devices each) and ~77 local spectators (with1 device). Hence, we have ~145 UEs.  
NOTE A-6: The provided values are targeted values and not strict requirements.

NOTE B-1: One-way delay that is from camera to holographic player.  
NOTE B-2: This bit rate is assuming to use the JPEG-XS [352] pre-compression encoding method to ensure both high-quality images and high encoding efficiency, while also realizing lower encoding delays [161]. Which is intended as a targeted value per UE and not a strict requirement. 
NOTE B-3: 4 cameras are used in simple stage [353], more cameras may be needed for condition of larger number of performers, with complex stage and lighting conditions. It depends on the deployment. 

NOTE E-1: The local encoding and processing on the glasses is assumed.
NOTE E-2: Remote or split rendering for gaming applications, such as rendering 360-degree video tiles in the cloud and transmitting the images to device.
NOTE E-3: Envisioned 1080P resolution 2 grayscale cameras
1920 x 1080 x 8 bit, a depth sensor 1920 x 1080 x 8 bit with 60 FPS means 1920 * 1080 * 24 * 60
bps = 3Gbps uncompressed. Depending on compression ratios that would lead to 50 Mbps to
100 Mbps
NOTE E-4: Activity factor 2% is based on 20% uptake of XR service and 10% activity factor for the XR application.

NOTE F-1:	For real time presence of hologram, refer to [169]; for more interaction, the motion-to-photon delay will consider the effect of cyber sickness [170]
NOTE F-2:	For volumetric-based holography, the bandwidth is impacted by the effective pixel count, which is related to the resolution, colour quality and bit-depth [106]. 4-parallax is used for entry-level 6DoF and can extend to more viewpoints for higher accuracy. The data rate can be estimated based on [105] for uncompressed raw data and optimized by different compression algorithms with different compression rate stated in [171], such as H.265/HEVC, H.266/VCC, MV-HEVC. With the help of AI technologies such as Neural Holographic Video Compression (NHVC), the bandwidth for transmitting hologram can be optimized a lot [173]. 
NOTE F-3:	The size of a small room/office.



NOTE: 	“UC 9.2 A” has no technical meaning and serves solely to maintain correspondence with the respective use case and NOTEs.

[CPR 14.2.4-2] The 6G system including IMS shall support media synchronization for a single application with the KPIs in table 14.2-4-2.
Table 14.2.4-2: Performance requirements for media synchronization for single application
	Use Cases
	Max allowed end-to-end latency
	Service bit rate: user-experienced data rate
	Synchronization threshold

	Personalized interactive immersive guided tour

(UC 9.12)

(note 1)
(note 2)
(note 3)

	Audio (UL/DL): [10ms] 
	Audio UL/DL:
[5-512 kbps] 
	Audio-to-haptics lag: [25ms];
Haptics-to-audio lag: [12ms] 

	
	Immersive video (DL): [200-300ms] 
	Immersive video DL:
[10-20 Mbps] 
	Visual-to-haptics lag: [20ms];
Haptics-to-visual lag: [30ms] 

	
	Avatar between remote guide and UEs: [20ms] 
	Avatar: [0.1-30] Mbps 
(depending on the format)

Avatar animation: 2 Mbps uncompressed.
1 Mbps compressed
	Audio-to-avatar lag: [25ms];
Avatar-to-audio lag: [12ms]

	
	Pose & action data (UL): [5ms] 
	Pose & action data UL:
[100 – 400 kbps] 
	Avatar-to-haptics lag: [20ms];
Haptics-to-avatar lag: [30ms] 

	
	Environment sensing data (UL): [5ms] 
	Environment sensing data UL: 
[10 – 50 Mbps] 
	Pose-to-visual lag: [50ms] (pose UL, visual DL)

Visual-to-pose lag: [20ms] (visual DL, pose UL)

	
	Haptic (DL): [5ms]
	Haptic DL:
[0.25 – 160 kbps]
for parametric compressed format

[up to 6400 kbps]
for sample format. 
See. TR 26.854 [165] Table 5.4-1.
	Audio-to-pose lag: [50ms] 
Pose-to-audio lag: [20ms] 

	NOTE 1: Synchronization threshold values vary for active versus passive engagement scenarios. Scenarios other than the ones listed may require other synchronization thresholds for the same media combinations.
NOTE 2: “Media X to media Y lag” refers to the positive time difference between the reference media X component and the specified media Y component.  For example, an “audio-to-haptics lag” of 25ms means that haptics media arriving within 25ms after the audio is acceptable.
NOTE 3: Delay, Packet loss, Update rate, Packet size and Throughput for each media type based on TR 26.854 [165] Table 10.3-1.



NOTE: 	“UC 9.12” has no technical meaning and serves solely to maintain correspondence with the respective use case.

[CPR 14.2.4-3] The 6G system including IMS shall be able to provide consistent user experience for multi-party call with the KPI in table 14.2-4-3.
Table 14.2.4-3: Performance requirements for multi-party call with consistent deterministic user experience	Comment by QUN WEI: QC: remove the deterministic	Comment by QUN WEI: Change to consistent based on Huawei’s proposal.
	Use case
	Max allowed end to end latency
(note 7)
	Synchronization threshold

	Max. duration of consecutive packet losses 
	Service bit rate: user-experienced data rate) 
	Service Availability
	UE speed

	multi-party call

(UC 9.3)
	[100ms]
(note 1) 
100ms is Huawei and Nokia：Value confirmed after checking Appendix A of G.114. When changing to "Max allowed end-to-end latency"
Moderator：can we remove the square brackets?
	Audio-video:
- in the range of [125 ms to 5 ms] for audio delayed 
- in the range of [45 ms to 5 ms] for audio advanced]
(note 2)
	[100 ms]
(note 3)
	[>=30Mbps]
(note 4)
	[99%]
(note 5)
	up to [500km/h]
(note 6)

	NOTE 1:   one-way delay [102].
NOTE 2:   as defined in TS 22.261 [14] clause 7.6.1.
NOTE 3:   it is referring to the capable of recovering the missing audio packets as long as 100ms, based on the assumption of 20ms voice samples encapsulated into one audio packet [101].
NOTE 4:   it is derived based on 4K 60 fps video encoded with HEVC [103].
NOTE 5:   it means the probability to provide the above KPIs during the time that a user intends to use the above services.
NOTE 6:   it is to consider the high-speed train scenario as in TS 22.261 [14] clause 7.1, which is intended as a targeted value and not a strict requirement.
NOTE 7: Max allowed end to end latency refers to the communication part of mouth to ear delay.



NOTE: 	“UC 9.3” has no technical meaning and serves solely to maintain correspondence with the respective use case.

Editor's Note: the deterministic is FFS.
[CPR 14.2.4-4] Subject to operator policy, the 6G system including IMS shall support the synchronization of independent traffic flows of one or more applications with the KPIs in table 14.2-4-4, to be delivered to more than one device (i.e. UE or tethered devices).
NOTE:   It is assumed that there is association between the applications whose traffic flows are synchronized and that the association is known to the 6G system.

Table 14.2.4-4: Performance requirements for media synchronization for multiple applications
	Use case
	Audio-haptic synchronization threshold

	Video-haptic synchronization threshold
	Audio-video synchronization threshold


	Remotely controlled repair
(UC 9.7)

	- In the range of [50ms to 0ms] for audio delayed (NOTE 1)
Haptic-audio lag: [50ms to 0ms] 
- In the range of [25ms to 0ms] for audio advanced (NOTE 1)
Audio-haptic lag: [25ms to 0ms]
	- In the range of [15ms to 0ms] for video delayed (NOTE 1)
Haptic-video lag: [15ms to 0ms]
- In the range of [50ms to 0ms] for video advanced (NOTE 1)
Video-haptic lag: [50ms to 0ms]
	- In the range of [125ms to 5ms] for audio delayed (NOTE 2)
Video-audio lag: [125ms to 5ms]
- In the range of [45ms to 5ms] for audio advanced] (NOTE 2)
Audio-video lag: [45ms to 5ms]

	NOTE 1: as defined in TS 22.261 [14] clause 6.43.1. An “audio-to-haptics lag” of 25ms means that haptics media arriving within 25ms after the audio is acceptable.
NOTE 2: as defined in TS 22.261 [14] clause 7.6.1. An “audio-to-video lag” of 45ms means that video media arriving within 45ms after the audio is acceptable.


NOTE: 	“UC 9.7” has no technical meaning and serves solely to maintain correspondence with the respective use case.
[CPR 14.2.4-5] The 6G system shall be able to provide communication services for immersive audio production with the KPI in table 14.2-4-3.
Table 14.2.4-5: Performance requirements for immersive audio production with deterministic low-latency
	Use case
(UC 9.18)


	# of active UEs

	UE speed
[km/h]

	service area
[m²]

	Synchronization thresholds 
[µs]

	Max allowed end-to-end latency 
[ms]

	Positioning accuracy 
[m]

	Packet error rate

	Packet size 
[kbit]
	 Service bit rate: user-experienced data rate) UL 
[Mbit/s]

	 Service bit rate: user-experienced data rate) DL 
[Mbit/s]

	immersive audio microphone array in large-scale live event
	15 - 80
(note 1)
	<50
	<500 x 500 
	1 - 10
(note 2)
	0.5
(note 3)
Nada：remove the square brackets
	0.5 - 1
(note 4)
	10-6
	0.2 - 2 
	5 - 20
(note 5)
	0.5 - 2
(note 6)

	immersive audio microphone array in small-scale
live event
	1 - 15
(note 1)
	<10
	<50 x 50
	1 - 10
(note 2)
	0.5
(note 3)
Nada：remove the square brackets
	0.5 - 1
(note 4)
	10-6
	0.2 - 2
	5 - 20
(Note 5)
	0.5 - 2
(note 6)

	immersive audio single microphone in large-scale live event
	50 - 300
(note 1)
	<50
	<500 x 500 
	1 - 10
(note 2)
	0.5
(note 3)
Nada：remove the square brackets
	0.5 - 1
(note 4)
	10-6
	0.2 - 2
	1.2 - 2.5
(Note 5)
	0.5 - 2
(note 6)

	immersive audio single microphone in small-scale
live event
	4 - 50
(note 1)
	<10
	<50 x 50
	1 - 10
(note 2)
	0.5
(note 3)
Nada：remove the square brackets
	0.5 - 1
(note 4)
	10-6
	0.2 - 2
	1.2 - 2.5
(Note 5)
	0.5 - 2
(note 6)

	NOTE 1:	the figures are estimated assuming a steady increase in the use of wireless microphones based on the development of the last decades
NOTE 2:	according to [363].
NOTE 3:	more stringent values compared to TS 22.263 [67], Table 6.2.1-1 because immersive audio adds latency for encoding in the range of several hundred µs compared to conventional compression methods. Depending on the application running on the UE, such as an In-Ear Monitor (IEM) or microphone, the data transmission direction can be DL or UL. If an IEM is not needed, data is required only in the UL, where the microphone serves as the source and the data network interface acts as the destination. However, when an IEM is used (DL), the data network interface becomes the source, with the UE functioning as the IEM serving as the destination.	Comment by QUN WEI: ( Nokia: Note 3: in order to better clarify the very stringent value, it would be good to clarify here the source and destination of this “e2e latency” (in TS 22.261 definition, e2e is from a source to a destination, which meaning can thus vary”): is it from the microphone to ?)	Comment by QUN WEI: No further modification suggestion. Moderator keep it like it is.
NOTE 4:	estimated range based on experience with current immersive audio productions, sufficient to reproduce immersive audio images.
NOTE 5:	range from uncompressed audio with 24 bit / 48 kHz (resulting in approximately 1.2 Mbit/s per transducer including some overhead and metadata) up to 24 bit / 96 kHz (resulting in approx. 2.5 Mbit/s per transducer including some overhead and metadata). For immersive audio, encoding of uncompressed audio streams is  needed to maintain the required audio quality at production side. UE device type A contains a minimum of 4 transducers and a maximum of 8 transducers with a data rate of 2.5 Mbit/s, or a maximum of 16 transducers with a data rate of 1.2 Mbit/s.
NOTE 6:	DL is a binaural or stereo mix in the range from compressed audio (approximately 500 kbit/s) up to uncompressed audio with 16 bit / 48 kHz (resulting in 1.53 Mbit/s + some overhead = approximately 2 Mbit/s) for the use in IEMs. Similar values can be found in [67].


Editor's Note: the deterministic is FFS.
NOTE 1:	This table is derived from Table 6.2.1-1 of TS 22.263 [67] but specifies more stringent values for E2E latency and user data rates and specifies the additional KPIs synchronicity and position accuracy as this is required for immersive audio production.
NOTE 2: 	“UC 9.18” has no technical meaning and serves solely to maintain correspondence with the respective use case.
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