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Abstract: 
This document aims to enhance the clarity of text through editorial revisions and introduces one functional requirement. The changes are necessary to resolve existing editorial needs, improve document readability, and address an additional functional requirement. 
1. Introduction
This document provides editorial changes to enhance text clarity and adds one functional requirement. 
2. Reason for Change
To resolve EN, improve the readability of the document and cover an additional functional requirement.
Draft r1 input for drafting session of SA1#112, aiming:
· Clarify the description of latency requirements, including Figure 9.18.1-1.
· Clarify [PR 9.18.6-2] on time information at device side.
· Clarify the positioning accuracy requirement.  
Draft r2 input for drafting session of SA1#112 updating the PR Table 9.18.6-1: 
· Including in the table the packet size range that is in the description of latency requirements.
· Adding square brackets to the values of E2E latency in the table.
4. Proposal
It is proposed to agree the following changes to 3GPP TR 22.870 v.0.4.1.


* * * First Change * * * *
[bookmark: _Toc208486277]9.18	Use Case on Immersive Audio Production in Live Events
[bookmark: _Toc208486278]9.18.1	Description
< Definitions
transfer interval: time difference between two consecutive transfers of application data from an application via the service interface to 3GPP system. As stated in TR 22.827, transfer interval refers to the periodicity of the packet transfers. It has to be constant during the whole operation time.
end-to-end latency: (see TS 22.261 [14]) the time that it takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.
audio processing time: the time that it takes at application to perform all kinds of audio data processing such as, filtering, gain, encoding, decoding.
latency experienced by the user: the total one-way delay between capturing an analog audio signal and replaying it. It is the sum of all internal time delays introduced by all involved entities of the wireless system to transfer an analog signal from a source, e.g. a microphone, to a sink where the original signal is reproduced in an analog manner, e.g., at a loudspeaker. This latency does not refer to a single data packet but to all packets of a consecutive data stream with a constant periodicity, often called as real-time communication.
mouth-to-ear latency: (see TS 22.263 [67]) end-to-end maximum latency between the analogue input at the audio source (e.g. wireless microphone) and the analogue output at the audio sink (e.g. IEM). It includes audio application, application interfacing and the time delay introduced by the wireless transmission path.
real-time latency budget: the overall real-time latency budget is composed of different parts depending to which kind of latency it refers. Figure 9.18.1-1 shows the components that build up the latency experienced by the user. During the time period of the transfer interval the analog audio signal is converted from analog to digital and split into frames of a constant size in samples. Then the audio data are further processed, e.g. audio encoding, and delivered to the wireless network. The network adds its specific end-to-end latency and after receiving the data, the application decodes the audio data and converted it from digital to analog to generate an analog signal that can be replayed. In case of unsynchronized operation between application and 3GPP network, additional time for buffering at the interfaces between the two must be included.


[bookmark: _Ref203402347]Figure 9.18.1-1: Latency experienced by the user >
In a live event or concert, immersive audio production aims to fully engage the audience by delivering three-dimensional soundscape experience. The three-dimensional listening experience can be enjoyed either on-site or remotely via a live audio stream. This is achieved by using audio devices that capture the sound coming from all directions and combine their outputs accordingly to create a three-dimensional audio stream. The production of immersive audio streams can be supported by two different types of devices:
•	Type A: microphone array
o	contains at least four audio transducers,
o	delivers either an immersive audio output stream or the raw data of each transducer, and
o	has capabilities for localization.
•	Type B: single microphone 
o	has capabilities for localization,
o	includes a mechanism for tight synchronization, and
o	outputs a raw mono audio stream.
The type of capturing device used depends on the respective usage scenario. 
In addition to capturing devices, monitor devices are used in audio productions that replay the audio signals on loudspeakers, commonly known as stage monitor wedge, or individual in-ear monitor systems (IEM). 
IEMs typically receive a binaural, stereo, or double-mono mix, while the wedge is fed by a mono mix. Stage monitor wedges are usually not wireless, as they generally have a built-in amplifier or are connected to an external close-by amplifier. IEMs are always based on wireless transmission.
Synchronicity requirements
The devices deployed in live audio production scenarios may require support for time synchronization, in particular to: 
•	support alignment of user data from different audio sources (wireless microphones), 
•	minimize buffering when processing multiple isochronous data streams, and
•	reduce latency by optimizing interfacing and audio data flow through all network entities, i.e. alignment of the processing of the audio data with the scheduled 3GPP network traffic.
Synchronicity is defined as the maximum allowed time offset between the synchronization leader and any network device synchronized with it specified in seconds.
The requirements for the alignment of the phase locked mono audio streams depend on the targeted output stream (see  5G-MAG report: “Time synchronization services for media production over 5G networks” [xx]):
Editor’s Note: reference for this report is needed. Also in note 2 of Table 9.18.6-1.
•	mono audio signal: 50 - 100 µs,
•	stereo audio signal: 10 - 50µs, or
•	immersive audio signal: 1 - 10µs.
For immersive audio capturing with independent audio devices generating a mono audio stream such as wireless microphones, the phase difference between the different audio streams must be known to compensate for it later when generating the immersive audio stream, or it must be so small and constant that it has no impact on the immersive audio output stream.
If the phase difference is in any order and varies, it might be very difficult or nearly impossible to produce an immersive audio image of the previous captured scenario.
<Latency requirements
In general, latency of a data network depends on the data service, i.e., packet size and transfer interval / periodicity. Typical network performance tests use Ping measurements with 32-byte packets in random sequence without fixed transfer intervals. This might be valid to explore average network performance but does not reflect For live audio applications, where a streaming latency should be used to specify the overall system latency.
The overall system latency or latency experienced by the user is defined as the total one-way delay between capturing an analog audio signal and replaying it. This latency is made up of various components, as shown in Figure 9.18.1-1,  including transfer interval, end-to-end latency, audio processing time, which is defined as the time that it takes at application to perform all kinds of audio data processing such as, filtering, gain, encoding, decoding, and sound propagation time in case of not using IEMs. 



 
Figure 9.18.1-2: Latency experienced by the user in case of a one-way transmission
During the time period of the transfer interval, the analog audio signal is captured and converted from analog to digital. The digital audio signal is split into frames of a constant size. The size of the audio data packet depends on the length of the transfer interval, the audio quality, and the required metadata. Some examples of the audio data packet size are given in Table 9.18.6-1. 
Table 9.18.6-1: Audio Data Packet Size 
	transfer interval [ms]
	sample rate [kHz]
	bit depth [bit]
	metadata [bit]
	audio data packet size [bit]

	0.75
	48
	24
	32
	864

	0.75
	96
	24
	32
	1728

	0.5
	48
	24
	32
	576

	0.5
	96
	24
	32
	1152

	0.4
	48
	24
	32
	460

	0.4
	96
	24
	32
	921

	0.25
	48
	24
	32
	288

	0.25
	96
	24
	32
	576



As indicated in TS 22.263 [67], Table 6.2.1-1, for professional low-latency audio transport service, 250 µs is a typical transfer interval, with other values possible as long as the transfer interval plus the network end-to-end latency is ≤ 1 ms. End-2-end latency is the time measured at the communication interface to transmit and receive the data. The remaining component contributing to the latency experienced by the user is the audio processing, e.g. audio encoding at the source’s application and audio decoding followed by digital to analog conversion at the destination. In case of unsynchronized operation between application and 3GPP network, additional time for buffering at the interfaces between the two must be included.
Latency in live monitoring scenarios can degrade the perceived quality of the audio and even affect the artist’s / user’s ability to perform. Different factors influence the effect of latency, such as the musical abilities of the musician, his critical listening skills, and the type of instrument played. In addition, the monitoring environment also affects the audibility of latency. Therefore, it does not exist a hard limit for the latency requirements but different limit ranges for different live monitoring scenarios and applications. The total tolerated latency varies from 4ms in case of live monitoring with IEM up to 40ms in case of live monitoring with wedge monitor.
Positioning requirements
To generate and replay immersive audio streams, it is essential to know the positions of the sound capturing devices/microphones. In most cases, it is sufficient to localize these devices relative to a fixed point within the event location. However, absolute positioning data can also be used.
To reproduce a perfect immersive image, as called by the producers, the accuracy of the positions of the sound capturing devices have to be below the range which can be discerned by the human ear which depends on the frequency and the position of the audio source. The smallest still perceivable interaural difference between human ears is about 10µs which would lead to an accuracy of approx. 0.004m. As for this use case it is not necessary to reproduce a perfect immersive image, because usually the user doesn’t know the original scene, this value can be significantly relaxed to 0.5 – 1 m and still satisfies the immersive experience at user side.
The position information of the UE can be embedded in the metadata of the UL stream or later included to the immersive stream at BS side.

* * * Next Change * * * *
9.18.6	Potential New Requirements needed to support the use case
[PR 9.18.6-1] The 6G system shall be able to provide deterministic low-latency with the KPI requirements summarized below:

Table 9.18.6-1: Performance requirements for immersive audio production in live events.
	Scenario
	# of active UEs
(Note 1)
	Max. UE speed
[km/h]

	Max. service area [m²]

	Synchro-
nicity [µs]
(Note 2)
	Max. E2E latency [ms]
(Note 3)
	Positioning accuracy [m]
(Note 4)
	Min. packet error rate

	Packet size [kbit]
	User data rate UL [Mbit/s]
(Note 5)
	User data rate DL [Mbit/s]
(Note 6)

	
	UE device type A:

	large-scale event
	15 - 80
	50
	500 x 500
	1 - 10
	[0.5]
	0.5 - 1
	10-6
	0.2-2
	5 - 20
	0.5 - 2

	small-scale
event
	1 - 15
	10
	50 x 50
	1 - 10
	[0.5]
	0.5 - 1
	10-6
	0.2-2
	5 - 20
	0.5 - 2

	
	UE device type B:

	large-scale event
	50 - 300
	50
	500 x 500
	1 - 10
	[0.5]
	0.5 - 1
	10-6
	0.2-2
	1.2 - 2.5
	0.5 - 2

	small-scale
event
	4 - 50
	10
	50 x 50
	1 - 10
	[0.5]
	0.5 - 1
	10-6
	0.2-2
	1.2 - 2.5
	0.5 - 2

	
	Note 1: 	the figures are estimated assuming a steady increase in the use of wireless microphones based on the development of the last decades.
Note 2: 	according to 5G-MAG report on “Time synchronization services for media production over 5G networks”[xx].
Note 3: 	more stringent values compared to TS 22.263 [67], Table 6.2.1-1 because  as immersive audio adds latency for encoding in the range of several hundred µs compared to conventional compression methodsrequires higher processing time for encoding and decoding.
Note 4	 estimated range based on experience with current immersive audio productions, sufficient to reproduce immersive audio images.
Note 5: 	range from uncompressed audio with 24 bit / 48 kHz (resulting in approx. 1.2Mbit/s per transducer including some overhead and metadata) up to 24bit / 96 kHz (resulting in approx. 2.5Mbit/s per transducer including some overhead and metadata)as . fFor immersive audio, encoding of uncompressed audio streams isare needed to maintain the required audio quality at production side. UE device type A contains a minimum of 4 transducers and a maximum of 8 transducers with a data rate of 2.5Mbit/s, or a maximum of 16 transducers with a data rate of 1.2Mbit/s. 
Note 6:	DL is a binaural or stereo mix in the range from compressed audio (approx. 500kbit/s) up to uncompressed audio with 16 bit / 48 kHz (resulting in 1.53Mbit/s + some overhead = approx. 2Mbit/s) for the use in IEMs. Similar values can be found in [67].



NOTE:	This table is derived from Table 6.2.1-1 of TS 22.263 [67] but specifies more stringent values for E2E latency and user data rates and specifies the additional KPIs synchronicity and position accuracy as this is required for immersive audio production. 
 
[PR 9.18.6-2]	Subject to user consent, the 6G system shall provide precise time information or equivalent methods to extract precise time information at device-side that can be used for user specific applications running on the device. 
[PR 9.18.6-2]	Subject to user consent, the 6G system shall enable the distribution of timing information to support tight synchronization of the user data processing.

Editor’s NOTE: Values in Table 9.18.6-1 are FFS.
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