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Abstract: This pCR introduce some discussion and explanation about the KPI’s in the table with the intent to solve the Editors notes.
1. Introduction
Two editors notes where added to the use case AI for disability support, Intention is to add some extra information how the KPI’s are estimated.
2. Reason for Change
The first Editor’s Note “The value of Application round trip latency are for FFS”. 
The intended use case covers two possible enhancements, audio enhancements and video enhancements. Furthermore, within these groups you can see different enhancements, but we propose to split the kpi table into these two groups. This would clarify the kpi table specifically for the bit rate and latency.
The latency has been further clarified; it is divided into a communication part that is mainly valid for the video enhancements and a compute latency which is what the application needs to deliver the enhancements within to fulfil the expected experience.
If voice should be enhanced in a voice call the overall latency of the voice call including the enhancement should not be larger than 300 to 500ms to not break the overall experience of the voice call. 300-500ms can be seen as a upper bound for voice this is also described in the ITU-T G.114 (05/2003) recommendation that is referenced in the table. This needs to take both the latency in the network (roundtrip) and the latency for the enhancement into account. Estimating network latency to be 10ms to 50ms in one direction leaving 200-400ms for the voice enhancement application. 
If it instead is disability enhancement application to explain surroundings from a video feed somewhat higher latency can be expected. Latencies up to 1000ms could be accepted dependent on the actual type of enhancements. The example described in KPI table is based on a ordinary IMS video call, the video from the other side is enhanced with text overlay to make it easier to read signs for instance. This means video is captured in the IMS application and the additional information created is sent via a side channel to the UE, this could also be incorporated in the original video flow. This will be dependent on real implementation.
For the second Editor’s Note “The value of Bit rate uplink are FFS”
 The example use case for enhancements in a IMS video call has been slightly changed to only do enhancements of the other sides video in a IMS video call. Therefore, no extra video is sent from the UE to the network, only enhancement information from the Network to the UE. The Editor’s Note is no longer valid and can be removed. 
3. Conclusions
The two Editor Notes can be removed
4. Proposal
It is proposed to agree the following changes to 3GPP TR 22.870 1.1.0.
We also suggest removing the now empty box at the top of the table and the column for bit rate uplink (since it is not used). It is not possible to do with change bars.


* * * First Change * * * *
[bookmark: _Toc220332927]6.38.6	Potential New Requirements needed to support the use case
The following requirement for AI for Disability support are derived from the use case above. 
[PR 6.38.6-1] Based on operator’s policy, regulatory requirements and subscriber permission, the 6G system should enable the IMS services enhanced by AI capability, to enhance the audio and video stream for disability support.
NOTE:	The disability support can be e.g. describing and explaining the surroundings, audio aid (modification of the audio stream i.e. enhancements, clarifications, translations, speech to text, text to speech, etc.), visual aid (modification of the visual stream).
[PR 6.38.6-2] Based on operator’s policy, regulatory requirements and subscriber permission, the 6G system may be able to enhance the IMS emergency communication service with AI capability, to enhance the audio and video stream for disability support.
[PR 6.38.6-3] The following KPIs in Table 6.38.6-1 should be supported, in Dense Urban, Urban, and Rural indoor/outdoor scenario:
Table 6.38.6-1: Performance requirements for AI for Disability support in IMS
	Profile
	Characteristic parameter

	
	Bit rate downlinkuser experience data rate
NOTE 8

	Bit rate uplink

	End to End Communication latency downlink
NOTE 8
	Application round trip latencyBeyond communication  latency (NOTE 1)
	Communication service availability 
	Overall user density
NOTE 8
	Activity factor
NOTE 8
	UE speed

	AI for Disability support
for IMS Audio enhancements (NOTE 3)
	[01-2] Mbit/s
	[50-100] Mbit/s (note 1)
	N/A
	 [300-1000200-400] ms
(note 2NOTE 5)
	Dense Urban  [99.9]%

Urban [99.9]% 

Rural [99]%
	Dense Urban 
[2 500] / km2 

Urban [1 000] / km2 

Rural [10] / km2
(note NOTE 43)
	[50]%
	5 km/h

	AI for Disability support for IMS video enhancements (NOTE 2 )
	0-2 Mbit/s
	
	0-50ms
NOTE 7
	400- 800] ms for video support
(NOTE 6)
	Dense Urban  [99.9]%

Urban [99.9]% 

Rural [99]%
	Dense Urban 
[2500] / km2 

Urban [1 000] / km2 

Rural [10] / km2
(NOTE 4)
	[50]%
	5 km/h

	Note NOTE 1:	The AI application/compute latency is the maximum time that the application can use for enhancing the media.envisioned 4K resolution
Note NOTE 2:     The service is offered using IMS for instance an IMS video call where additional information for text in field-of-view from the other side is read out in audio, or text overlay in the video.	Input stream (video, audio, data) to output stream (video, audio, data) 300-1000 ms dependent on task including the disability application The kpi for IMS video call is not included in this kpi table.
NOTE 3:     The audio enhancements are made on the ongoing IMS session (voice or videol). This could be in form of further suppressing background noise and enhancing contrast of the voice coming from the remote party. The KPI’s for IMS voice call is not included in this kPI table
Note NOTE 43:	It is assumed that 10% of all users are using AI for Disability support
NOTE 5:     The overall one-way latency needs to be below 400ms for user acceptance as can be seen in [102], this includes latency for a normal IMS voice call and the added AI application/ compute latency
NOTE 6:     Video support can be “Fast” (e.g., instance sign language interpretation, scene interpretation) and “Slow” (e.g., orientation, object-recognition). The total latency being the sum of the E2E communication (UL) from the other UE, the  E2E communication (DL)and compute / AI application should be kept below 900ms[X]
NOTE 7:     If there will be an additional latency depends on if the implementation i.e., if the “disability” information will be included in the video stream to the UE or sent separately.
NOTE 8: The kpi for IMS voice and/or video call is not included in this kpi table. User experience data rate and end-to-end latency are meant to be in addition to these KPI’s meant for AI disability support

	



Editor’s Note The value of Application round trip latency are FFS
Editor’s Note The value of Bit rate up link are FFS

* * * Next Change * * * *
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