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Abstract: This document proposes an example use case on Distributed Customization Network Services.
1. Introduction
Please read the use case below.
2. Reason for Change
This is an example use case. 
3. Conclusions
None.
4. Proposal
[bookmark: _GoBack]It is proposed to study Distributed Customization Network Services. This use case discusses de-centralized distributed learning over SNPNs. 


* * *Start of Change (All new text)* * * *
5.x	De-centralized distributed learning over SNPNs
5.x.1	Description 
SNPNs customized for the same service form a federate learning (FL) group, with each SNPN performing local data processing and training a local model. AI/ML model and AI/ML model data are shared within the group to enhance the training of local models, while local training data is not shared to ensure data security and privacy. 
5.x.2	Pre-conditions 
SNPN A, SNPN B, and SNPN C are SNPNs customized for providing sensing services. SNPN A and SNPN B are owned by Mobile network operator T, and SNPN C is owned by Car company G.
SNPN A, SNPN B, and SNPN C all have local training data that is not allowed to be shared with the other networks. They are members of a FL group and contribute to one FL task. 
[image: ]
Figure 5.x.2-1: SNPNs forming a FL group.
5.x.3	Service Flows
1. SNPN A and SNPN B use sensing data collected locally to train their local models by NWDAF or an application in the Service Hosting Environment.    
2. SNPN A and SNPN B transmit the AI/ML model and AI/ML model data to each other.
3. SNPN A and SNPN B use the AI/ML model and AI/ML model data transmitted from other group members to update their local models. 
4. SNPN C is activated and joins the FL group.
5. SNPN A, SNPN B, and SNPN C use the AI/ML model and AI/ML model data transmitted from other group members to update their local models. 
5.x.4	Post-conditions
FL performance is optimised.
5.x.5	Existing features partly or fully covering the use case functionality
Distributed learning split into a group of UEs is supported in 3GPP TS 22.261 [x] clause 6.40.2:
The 5G system shall be able to support an authorised 3rd party to change aggregated QoS parameter values associated with a group of UEs, e.g. UEs of a FL group.
Subject to user consent, operator policy and regulatory requirements, the 5G system shall be able to expose information (e.g. candidate UEs) to an authorized 3rd party to assist the 3rd party to determine member(s) of a group of UEs (e.g. UEs of a FL group).
5.x.6	Potential New Requirements needed to support the use case 
[PR 5.x.6-1] Based on operator policy, the 5G system shall support a means to transmit the AI/ML model and AI/ML model data between a group of SNPNs, e.g. SNPNs of a FL group.
[PR 5.x.6-2] Based on operator policy, the 5G system shall support a means to discover SNPN for the same service (e.g. an AI/ML federated learning task.)
[PR 5.x.6-3] Based on operator policy, the 5G system shall support a means to add or remove SNPN from a group of SNPNs for the same service (e.g. an AI/ML federated learning task.)
* * *End of Change * * * *
3GPP
image1.png
Al/ML model and

Localtraining
Al/ML model data data

Localtraining
data

Localtraining
data




