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1 Introduction

This WF captures the agreements for the discussion carried out on AI/ML under the [110][141]NR_AIML_air thread.
2 Agreements
2.1 General Issues 

2.1.1 Agreements in main session:
Issue 1-3: Testing environment/framework
Agreement:

· Both static and non-static scenarios/configurations could be needed for AI testing

· RAN4 will further discuss how to use them case by case

· FFS whether to use static scenarios/configurations as baseline.
· Refine the definitions of static and non-static scenarios/configurations based on two bullets below
· Static: channel model and SNR settings are fixed and do not change over the test, specific channel realizations may be dynamic
· Non-static: Non-static scenarios/configuration can be further considered in application to use cases. The details of models are FFS and may include non-stationary SNR and other conditions.
2.2 Testability and interoperability issues for beam management
2.2.1 Agreements in main session (R4-240xxxx)
Issue 2-1: Metrics/KPIs for Beam Management requirements/tests
Agreement:
Companies are invited to provide inputs/proposals to refine the definition of RSRP accuracy 
Hold on the discussions for concrete test metrics until RAN1 had conclusions on the schemes.

2.3 Testability and interoperability issues for positioning accuracy enhancement

2.3.1 Agreements in ad-hoc session (R4-2406616)
Issue 3-1: Requirements for case 1
Agreement: 
postpone discussion until reporting scheme(if defined) is clear.  if reporting scheme is introduced, RAN4 will further discuss whether to define requirements or not.
RAN4 will not define any accuracy requirements if no reporting scheme is introduced
2.4 Testability and interoperability issues for CSI compression and CSI prediction

2.4.1 Agreements in ad-hoc session (R4-2406616)
Issue 4-2: Reference and test encoder/decoder
Test decoder definition:

Test decoder(for UE side test): the decoder to be used in RAN4 tests and implemented in TE. it will be captured in the specifications if necessary (for example, for Option 3 it would be explicitly captured in the specifications)
test decoder definition covers both Option 3 and Option 4
Companies are invited to bring proposals to clarify the meaning/definition of the reference encoder/decoder used in the RAN4 discussions.
Issue 4-3: Option 3 split
Common understanding:

RAN4 is currently discussing the feasibility of deriving a test decoder, discussion/decision on whether multiple decoders would be needed for different tests can happen later if needed.
Issue 4-4: RAN4 – RAN1 Coordination
RAN4 continues to discuss Option 3 and 4 and can review/discuss RAN1 agreements on interoperability if there will be any
2.4.2 Other Agreements
Issue 4-7: Option 3 for 2-sided model
In order to consider model performance with more concrete details, it was suggested to consider the following parameters based on RAN1 baseline scenario captured in TR 38.843 in Table 6.2.1-2 as an intital starting point. These parameters are for initial simulations only and further discussion is needed on whether this scenario is sufficient for deciding on models for options 3 or 4, including potentially whether in the end the scenario should not be considered and other scenarios may be more relevant.
It should be noted that the purpose of RAN4 simulations at this stage is to consider the feasibility of options 3 and 4, not to invstigate gains etc. from different AI/ML schemes. 
	Parameter
	Value

	Duplex, Waveform 
	FDD OFDM 

	Carrier frequency
	2GHz 

	Bandwidth
	20MHz

	Subcarrier spacing
	15kHz 

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C 

	UE speed
	3kmhr

	Delay spread
	30ns 

	Channel estimation
	Realistic channel estimation algorithms (e.g., LS or MMSE) as a baseline.

Ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference.

Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation 

	Rank per UE
	Rank 1-4. Companies are encouraged to report the Rank number, and whether/how rank adaptation is applied

	Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.


 Companies to report model type used, input/output type (e.g., eigenvectors, raw channel matrix), training collaboration type and latent message size.
