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Topic #1: RAN4 AI/ML framework and other general aspects
Issue 1-1: Post-deployment enhancement
Tentative Agreement:	Comment by Jackson Wang: Not discussed in ad-hoc
· The following clarification is provided to align companies’ understanding on pre-deployment conformance and post-deployment enhancement options. 
	
	Ways to guarantee AI/ML performance
	When to perform
	Where to perform
	Comment

	(1)
	Pre-deployment conformance test
	Before cell-phone shipped into market
	Testing lab for conformance testing
	Same as existing conformance testing

	(2)
	Post-deployment pre-activation functionality test
(Option 1 in Rel-19 discussion)
	After cell-phone shipped into market, but before new AI/ML functionality activated
	FFS in UE vendors’ lab or testing lab	Comment by Jackson Wang: Based on Nokia’s comment. changed from “UE vendors’ lab”
	Similar as product testing

	(3)
	Post-deployment post-activation functionality testing based on performance monitoring
(Option 2 in Rel-19 discussion)
	After new AI/ML functionality activated
	In-field practical network environment
	No yet introduced in Rel-19.



· FFS the following options for post-deployment enhancement in 6G study: 
· Post-deployment pre-activation functionality test (Option 1 in Rel-19 discussion)
· Post-deployment post-activation functionality testing based on performance monitoring (Option 2 in Rel-19 discussion)

Issue 1-2: Model standardization and deployment
Tentative Agreement:	Comment by Jackson Wang: Not discussed in ad-hoc
· For model complexity,  
· RAN4 further study AI model complexities, by considering: number of model parameters, model computing complexity, model size, data requirement, inference latency, and model generalization.
· FFS the following example to differentiate “Simple” and “Complex” models: 
	
	"Simple model” 
	"Complex model" 

	Num of model parameter
	Low, 
e.g., <1M
	High, 
e.g., 1M ~10M

	Model computing complexity
	Low, 
e.g., <1M FLOPs, or [1M FLOPs ~10M FLOPs]
	High, 
e.g., [1M FLOPs ~10M FLOPs], or 10M FLOPs ~100M FLOPs

	Model size
	Small, 
e.g., <1MB
	Large, 
e.g., 1MB ~10MB

	[Inference latency]
	Low
	High

	[Training data requirement]
	Low
	High

	[Generalization]
	Sufficient for simple tasks
	High potential for complex tasks



Issue 1-5: Interoperability for one-sided and two-sided models
Tentative Agreement:	Comment by Jackson Wang: Not discussed in ad-hoc
· Interoperability for one-sided model,
· 	RAN4 to study interoperability issues arising from the deployment of UE sided AI/ML models for agreed functionalities in 6G.
· Interoperability for two-sided model,
· No more discussion in 6G study, while the to-be-specified mechanism for CSI compression in Rel-20 5G-A WI can be used to address interoperability issues in AI/ML based 6G features that require two-side model deployment.

Topic #2: AI/ML use cases for RF issues (Per-use case discussion)
2.1 Use Case #1: AI-nonlinearity compensation
Issue 2-1: AI-nonlinearity compensation (sub-)use case selection/prioritization
Agreement: 
· RAN4 will study the following 6G AI use cases	Comment by Jackson Wang: Agreement in Tuesday main session
· Case 1.1: AI-based DPoD+no DPD 
· Case 1.2: AI-based DPoD+non-AI DPD
· Case 2: no DPoD+AI based DPD
· benchmark: 1) non-AI DPD only 2)non-AI DPoD only 
· The interested companies can choose to compare with no DPD/DPoD and non-AI DPD(UE)+non-AI DPoD(BS)
· Training: TBD
· Evaluation metric: TBD

Issue 2-3: AI-DPoD in gNB – key information for use case description
For information: 
	
	
	Ericsson
	OPPO
	Samsung
	ZTE

	AI model input 
	Input in training 
	The model was trained using labeled IQ samples obtained after the IFFT in DFT-s-OFDM
	Received signal after channel estimation and equalization
	The estimated RS signal time domain sample with 1st, 3rd terms
	The estimated data signal time domain sample with 1st, 3rd, 5rd terms

	
	Input in inference
	The estimated IQ samples after IFFT in DFT-s-OFDM
	Received signal after channel estimation and equalization
	The estimated data signal time domain sample with 1st, 3rd terms
	The estimated data signal time domain sample with 1st, 3rd, 5rd terms

	AI model output
	Label in training (if applicable)
	Known transmitted coded bits available at the receiver side
	Received signal before demodulation 
[or before channel decoding]
	original/known RS signal
	original/known data signal

	
	Output in inference
	Soft bits
	Received signal before demodulation  
[or before channel decoding]
	data signal with non-linear distortion compensated
	data signal with non-linear distortion compensated

	Assumption on training 
	Training type
	Offline Training
	offline training
[FFS online training, tuning]
	Online training/finetune
	offline training

	
	Label construction 
(if applicable)
	Based on transmitted bits, which can be obtained at the receiver by relying on
· bits decoded after successful cyclic redundancy check (CRCs),
· transmission of bit sequences known to both transmitter and receiver.
	May need data collection for offline training
[FFS online training, tuning] 
	DMRS with 1st, 3rd terms
	Data signal time domain with 1st, 3rd, 5rd terms

	Model location for inference
	NW-sided model
	NW-sided model
	NW-sided model
	NW-sided model

	Collaboration/interaction between UE and NW
	The NW may request the UE to
· adjust PA back-off associated with relaxed EVM requirements,
· generate and provide data to support training and refinement of AI/ML models at the NW side,
· provide measurement reports and receive updated configuration from the NW.
	For inference, no collaboration/interaction
For training, collaboration/interaction may be needed for date collection
	UE capability and network indication could be required
	N/A

	Evaluation methodology 
	Link level simulation 
	Link level simulation
	Link level simulation
	Link level simulation

	Evaluation assumption
	See R4-2521210
	See R4-2521243
	See R4-2520373
	See R4-2521537

	Evaluation KPI
	BLER, throughput
	BLER gain @ EVM(3.5%, 8%)
	BLER, MPR, EVM, throughput
	BLER, MPR, EVM, throughput

	Evaluation benchmark
	Legacy receiver without DPoD with PA distortion 
Legacy receiver without DPoD without PA (upper bound performance)

Receiver with AI-DPoD
	Conventional receiver (without non-linearity compensation)
	Legacy receiver without DPoD
Receiver with non-AI based DPoD, GMP-NC
	Legacy receiver without DPoD 

	Preliminary evaluation results
	Performance benefit: 
100% link-level throughput gain at mid/high SNR levels at BLER = 10-1
	NW DPoD achieve a performance gain of approximately 1 dB at a BLER of 10% with 3.5% EVM. 

When EVM increases to 8%, the proposed AI-DPoD schemes still achieve 10% BLER at an SNR of 22.2 dB, whereas the benchmark is unable to achieve 10% BLER even at higher SNR levels.
	Performance benefit: 
AI-NC provides 1-2dB improvement at 10% BLER when using 256QAM, 1024QAM and 4096QAM for the given EVM values.
	Tx EVM can be relaxed to 4.04%

	High level potential specification impact
	· Adjusted in-band distortion (e.g. EVM) and impact to other requirements (e.g. MPR, A-MPR),
· UE capability exchange,
· Data collection using know bit sequences generated at the UE side by the mean of a shared seed between the UE and the BS, under different hardware operating conditions.
	EVM/[MPR] relaxing in RAN4 requirement
	RAN4 requirements, e.g, EVM, MPR reporting 
Signalling/procedure related to LCM for NW-sided model
	UE capability report on supported MPR relaxing 
RAN4 measurement requirement on MPR delta

	Feasibility issues, including complexity, and other aspects related to implementation
	Complexity: 
100 MFLOPs 
	Model: AI DPoD + AI Demod
FLOPs: 86.4M + 11.1M
Trainable parameters: 44K
	Low complexity neural network for online tuning
	Complexity:
FCN is used:
Number of input neurons is 30
Number of output neurons is 2
Number of hidden layers is 4
Number of neurons in each hidden layer is 64
FLOPs: 0.59G, Params: 0.01M
Performance benefit: 
AI-NC provides 2.5dB MPR improvement when using 256QAM for the given SNR value(SNR=16).



Issue 2-4: AI-DPoD in gNB – evaluation related proposals
Agreement:
· For evaluation procedure Step-2 (Evaluation methodology by applying non-linearity model(s) of transmission signals to baseband evaluation)	Comment by Jackson Wang: Agreement in ad-hoc
· Analyze on the feasibility for both online and offline training
· FFS different data collection methods for AI/ML model training, focusing on UE operation in the compressed (non-linear) PA region: e.g., simulation-based datasets (with realistic Tx front-end and PA models) and measurement-based datasets (from multiple UEs).
· For a given Tx EVM value derived based on the non-linearity models, evaluate the performance with following assumptions on selected RAN4 test cases to find the target SNR to meet RAN4 requirement or test metric, e.g., 70% of maximum throughput or 10% BLER
· Case 1.1: AI-based DPoD + non-linearity TX model(s) (no DPD)
· Case 1.2: AI-based DPoD + non-linearity TX model(s) (non-AI DPD)
· Case 1.3: non-AI-based DPoD + non-linearity TX model(s) (no DPD)
· Case 1.4: non-AI-based DPoD + non-linearity TX model(s) (non-AI DPD)
· Benchmark 
· Benchmark 1): No DPoD + non-linearity TX model (non-AI DPD)
· Additional benchmark: No DPoD + non-linearity TX model (no DPD)
· FFS which RAN4 use case should be used.
· FFS the possibility to align non-AI and AI-based DPoD
· FFS how to proceed the work before non-linearity model is not agreed in other sessions. 
· FFS how to proceed if there are multiple non-linearity models from 6G system parameter and UE RF sessions.
· FFS TxEVM values
· Detailed RF transmission scheme and configuration: 
· Use 5G NR existing supported scheme and configuration as starting point, and will be finally determined based on the conclusion from 6G system parameter and UE RF sessions 

Issue 2-5: AI-DPD in UE – key information for use case description
For information: 
	
	vivo
	Nokia

	
	Direction 1
	Direction 2
	Direction 3
	

	AI model input 
	Input in training 
	Time domain samples after PA distortion and PA config e.g. Vcc etc.
	Time domain samples before PA distortion and PA config e.g. Vcc etc.
	Time domain samples before pre-distortion

	
	Input in inference
	Time domain samples before PA distortion and PA config e.g. Vcc etc.
	Time domain samples after PA distortion and PA config e.g. Vcc etc.
	Time domain samples before PA distortion and PA config e.g. Vcc etc.
	Time domain samples after pre-distortion

	AI model output
	Label in training (if applicable)
	Time domain samples w/o distortion 
	Time domain samples after PA distortion
	Time domain samples

	
	Output in inference
	Time domain samples after pre-distortion
	LUT coefficients
	Time domain samples after PA distortion
	

	Assumption on training 
	Training type
	Offline training；Online finetune
	Offline training
Online training/finetune2

	
	Label construction 
(if applicable)
	
	

	model location for inference
	UE-sided
	UE-sided model

	Collaboration/interaction between UE and NW
	As for UE side model 
	Similar to UE-sided model as NR

	Evaluation methodology 
	link level simulation
	

	Evaluation assumption
	See R4-2521440
	

	Evaluation KPI
	BLER, EVM, MPR
	BLER, EVM, MPR

	Evaluation benchmark
	No DPD 
	No DPD

	preliminary evaluation results
	See 2.1.1.2 in R4-2521440
	

	High level potential specification impact
	See 2.1.1.3 in R4-2521440 and summarized as below:
1. RAN4 requirements, e.g. MPR, power boosting
2. SRS and/or PUSCH enhancement/Tx power determination for data collection
3. Signaling/ procedure related to LCM for UE-sided model
	1. RAN4 requirements, e.g. EVM
2. Tx power determination
3. Signaling/ procedure related to LCM for UE-sided model

	Feasibility issues, including complexity, and other aspects related to implementation
	Inference complexity
	

	
	Depend on AI model complexity
	similar as LUT-based DPD
	similar as LUT-based DPD
	



Issue 2-6: AI-DPD in UE – evaluation related proposals
Agreement: 	Comment by Jackson Wang: Agreement in ad-hoc
· Evaluation methodology: 	Comment by Jackson Wang: Changed “Step-2” to “Evaluation Methodology”, because for AI-DPD we have not yet agreed Step-1/2/3 in the last meeting. 

· For a given non-linearity models, evaluate the performance with following assumptions to find the target output power (after applying AI-based DPD) to meet RAN4 Tx requirements, including ACLR/SEM/IBE/EVM 
· FFS how to perform the evaluation on the impact of remaining non-linearity after AI-DPD. 
· Case 2: No DPoD + non-linearity TX model (AI-based DPD)
· Benchmark 
· Benchmark 1): No DPoD + non-linearity TX model (non-AI DPD)
· Additional benchmark: No DPoD + non-linearity TX model (no DPD)
· FFS how to proceed the work before non-linearity model is not agreed in other session. 
· Strive to have aligned model as DPoD evaluation. 
· FFS how to proceed if there are multiple non-linearity models from 6G system parameter and UE RF sessions.
· FFS Tx requirements values
· Detailed RF transmission scheme and configuration: 
· Use 5G NR existing supported scheme and configuration as starting point, and will be finally determined based on the conclusion from 6G system parameter and UE RF sessions 

Topic #3: AI/ML use cases for Demod issues (Per-use case discussion)
3.1 Use Case #2: AI-SRS-assisted channel reconstruction
Issue 3-1: AI-SRS-assisted channel reconstruction (sub-)use case selection/prioritization 
Tentative Agreement:	Comment by Jackson Wang: Not agreed in ad-hoc, but provided by considering ad-hoc discussion
· For AI-SRS-assisted channel reconstruction: 
· RAN4 continue the discussion on AI-assisted SRS power imbalance compensation. 
· RAN4 hold the discussion on other AI-SRS-assisted channel reconstruction use cases which can be considered in RAN1 6G study. 

Issue 3-2: AI-SRS-assisted channel reconstruction – key information for use case description
For information:
	
	
	Huawei (AI-assisted SRS power imbalance compensation)

	AI model input 
	Input in training 
	UL measured channel matrix from SRS with residual power imbalance

	
	Input in inference
	UL measured channel matrix from SRS with residual power imbalance

	AI model output
	Label in training (if applicable)
	CSI measurement without power imbalance, candidate solutions could be:
· CSI feedback based on CSI-RS
· SRS measurements that are processed via time domain filtering to achieve high enough SNR 
· SRS measurements with perfect pre-compensation at UE

	
	Output in inference
	Ideal DL channel matrix

	Assumption on training 
	Training type
	Offline training

	
	Label construction 
(if applicable)
	Dataset construction: 
A total of 100,000 TTIs (Transmission Time Intervals) are allocated as follows:
· 70,000 TTIs: Only S slots are used for model training;
· 10,000 TTIs: Both S slots and D slots are used for model validation;
· 20,000 TTIs: Both S slots and D slots are used for model testing.

	model location for inference
	NW-sided AI

	Collaboration/interaction between UE and NW
	1. Inference: UE reporting on the range of SRS residual power imbalance for model training and model selection 
2. Data collection/monitoring: UE reporting/assistance information for constructing labels, e.g., CSI feedback based on CSI-RS or SRS measurements with perfect pre-compensation

	Evaluation methodology 
	Link level simulation

	Evaluation assumption
		Parameters
	Values

	Carrier frequency/BW
	5GHz/100MHz/272RBs

	CSI-RS ports
	32

	Tx/Rx number @UE
	1T4R

	Channel model
	TDL-A XPL medium

	Doppler
	1Hz

	TDD ULDL pattern
	DDDDDDDSUU

	Power imbalance distribution

	[0, -2.5, -5, -7.5] dB

	
	[0, -2.5, -5, -7.5]±1dB

	SRS pattern 
	4 frequency hopping, 40ms between two SRS hopping



A common AI model is trained which applies to each channel matrix extracted from 4RBs. 
The model input/output is the channel matrix with the dimension [M×N], where M denotes the number of CSI-RS ports and N denotes the number of UE Rx.  
Channel aging issue is not considered in this use case.

	Evaluation KPI
	SGCS
Steps for SGCS calculation during model testing
· First, obtain full-bandwidth ideal channel matrix for D slot
· Then perform SVD decomposition for each subband to derive eigenvectors
· Subsequently, find the full-bandwidth channel matrix constructed from AI-recovered CSI at the S slots closest to the D slot, and also perform SVD decomposition for each subband to derive its eigenvectors
· Finally, compare these eigenvectors (from the AI-recovered CSI) with the eigenvectors obtained from the ideal channel matrices to calculate SGCS

	Evaluation benchmark
	1) SRS measurements without residual power imbalance
2) non-AI based SRS residual power imbalance compensation

	preliminary evaluation results
	•AI/ML based SRS residual power imbalance compensation outperforms non-AI/ML based compensation across the entire SNR range, with more obvious performance gains observed at medium to low SNRs.
•AI/ML is capable of compensating without actual values reporting, meaning there is no need to report updates to the SRS residual power imbalance when changes fall within reasonable range.

	High level potential specification impact
	1) UE assistance information/reporting related to SRS residual power imbalance
2) Potential UE RF related testing

	Feasibility issues, including complexity, and other aspects related to implementation
	CNN-based AI model




Issue 3-3: AI-SRS-assisted channel reconstruction – evaluation related proposals
Tentative Agreement:	Comment by Jackson Wang: Not agreed in ad-hoc, but provided by considering ad-hoc discussion
· For AI-assisted SRS power imbalance compensation,
· FFS assumptions on simulation parameters, including channel models, number of UE antennas, frequency band and SRS residual power imbalance distributions are determined to be used in the evaluation.
· FFS evaluation methodology 

3.2 Use Case #3: AI-enabled PRACH receiver
Issue 3-4: AI-enabled PRACH receiver use case selection/prioritization 
Tentative Agreement:	Comment by Jackson Wang: Not agree in ad-hoc, but provided by considering RAN1 progress
· For AI-enabled PRACH receiver: 
· RAN4 hold the discussion on AI-enabled PRACH receiver which can be considered in RAN1 6G study. 

Topic #4: AI/ML use case for RRM (Per-use case discussion)
Issue 4-1: AI-RRM (sub-)use case selection/prioritization
For information: 
· AI-RRM prediction use cases are summarized in Issue 4-2. 
· Other AI-RRM use case proposals are summarized as below: 
	Index
	use cases
	Model location 
(Training method)
	Positive for the sub-use case to be included in 6G study with priority
	Positive for the use case to be included in 6G study after the prioritized sub-use cases are concluded
	Expected benefits
(e.g., RS reduction, MG reduction etc.)
	Dependence with other WG-led use cases (in 5GA or 6G)
	Which specific aspect RAN4 should study

	4) 
	Multi-Domain L3 level Prediction for Measurement-Gap Reduction
	UE sided model (Offline training)
	CMCC (non-collocated), Samsung*, LGE, vivo, CTC, CATT
	
	MG reduction
	Rel-20 AI-Mob
	Identify which use cases can serve the purpose of measurement gap reduction

	5a
	Dynamic Adaptation of Measurement Procedure
	UE sided model
	Qualcomm*, MediaTek*, Samsung, 
Xiaomi (AI cell meas. selection), LGE, vivo*, CATT
	
	- Measurement reduction
- Improved mobility: HO/LTM

	Prediction performance: Rel-20 AI-Mob
	How to define UE measurement requirements in a way that AI/ML based UE measurement adaptation can be spec-compliant. 

	7a
	Spatial domain RX beam sweeping reduction (L1/L3)
	UE sided model
	CMCC, Samsung, Qualcomm*,
Xiaomi, LGE, vivo*, CTC, Nokia
	
	Measurement delay reduction
	Minor dependence on other WG-led use cases. FR2 RX beam sweep factor is transparent to RAN1/RAN2 spec.
	Benefits and feasibility of the use of AI-ML to reduce spatial domain RX beam sweeping factor

	9) 
	AI/ML based RLM/BFD/CBD, LTM by measurement prediction
	UE-sided model
	Samsung, LGE, vivo
	
	
	
	

	10) 
	AI/ML based SCell related enhancement by measurement prediction
	UE-sided model
	OPPO
	
	
	
	

	11) 
	AI-based prediction for enhanced s-measure mechanism 
	UE-sided model
	LGE
	
	
	
	

	12) 
	AI/ML based AGC through temporal/frequency domain prediction
	UE-sided model
	ZTE*
	
	
	
	

	13) 
	AI/ML based DL sync through temporal/frequency domain prediction
	UE-sided model
	ZTE*
	
	
	
	

	14) 
	AI abstraction of the wireless environment to facilitate data scheduling and network power saving
	NW-sided model
	CATT
	
	facilitate data scheduling and network power saving
	
	





Issue 4-2: General view on how to proceed for AI-RRM prediction models
For information: 
· AI-RRM prediction (sub)-use cases are summarized as below. 
	use case
	Sub use cases
	Positive for the sub-use case to be included in 6G study with priority
	Positive for the use case to be included in 6G study after the prioritized sub-use cases are concluded
	Dependence with other WG-led use cases (in 5GA or 6G)
	Which specific aspect RAN4 should study

	1) 
L1 beam-level prediction for TX beam
	(1a) FR1/FR2-1 spatial domain (intra-cell)
	
	
	FR2-1 is already in Rel-19 AI-BM (RAN1), FR1 not
	

	
	(1b) FR1/FR2-1 time domain (intra-cell)
	
	
	
	

	
	(1c) FR1/FR2-1 spatial + time domain (intra-cell)
	
	
	FR2-1 is already in Rel-19 AI-BM (RAN1), FR1 not
	

	
	(1d) FR1/FR2-1 spatial domain (inter-cell, co/non-collocated)
	
	
	
	

	
	(1e) FR1/FR2-1 freq. + spatial domain (inter-cell, co/non-collocated)
	
	
	[RAN1 agree to be studied in 6G study]
	

	
	(1f) FR1/FR2-1 time + spatial domain (inter-cell, co/non-collocated)
	
	
	
	

	2) 
L3 beam-level prediction for TX beam
	(2a) FR1/FR2-1 spatial domain (intra-cell)
	Nokia, vivo, Apple, OPPO (for both FR1 and FR2-1, FFS RAN2 or RAN4 driven)
	
	Already in Rel-19 AI-Mobility study (RAN2) but not enter into Rel-20 work item.
	Nokia: Impact on prediction accuracy (accuracy requirements), reporting delay requirements. Impacts on ML Management and performance monitoring should also be considered.

	
	(2b) FR1/FR2-1 time domain (intra-cell)
	
	
	Already in Rel-19 AI-Mobility study (RAN2) but not enter into Rel-20 work item.
	

	
	(2c) FR1/FR2-1 spatial + time domain (intra-cell)
	Nokia, vivo, OPPO (for both FR1 and FR2-1, FFS RAN2 or RAN4 driven)
	Apple
	
	Nokia: Impact on prediction accuracy (accuracy requirements), reporting delay requirements. Impacts on ML Management and performance monitoring should also be considered.

	
	(2d) FR1/FR2-1 frequency domain (inter-cell, collocated)
	Apple, OPPO (FFS RAN2 or RAN4 driven)
	
	Already in Rel-19 AI-Mobility study (RAN2) but not enter into Rel-20 work item.
	

	
	(2e) FR1/FR2-1 spatial domain (inter-cell, co/non-collocated)
	Nokia, Apple (FFS RAN2 or RAN4 driven)
	
	
	Nokia: Impact on prediction accuracy (accuracy requirements), reporting delay requirements. Impacts on ML Management and performance monitoring should also be considered.

	
	(2f) FR1/FR2-1 freq. + spatial domain (inter-cell, non-collocated)
	Nokia, OPPO (FFS RAN2 or RAN4 driven)
	Apple
	
	Nokia: Impact on prediction accuracy (accuracy requirements), reporting delay requirements and measurement gaps configuration and scheduling restrictions. Impacts on ML Management and performance monitoring should also be considered.

	
	(2g) FR1/FR2-1 time + spatial domain (inter-cell, co/non-collocated)
	Nokia, OPPO (FFS RAN2 or RAN4 driven)
	Apple
	
	Nokia: Impact on prediction accuracy (accuracy requirements), reporting delay requirements. Impacts on ML Management and performance monitoring should also be considered.

	
	(2h) FR1/FR2-1 time + freq. + spatial domain (inter-cell, co/non-collocated)
	
	
	
	

	3) 
L3 cell-level prediction 
	(3a) FR1/FR2-1 time domain (intra-cell)
	
	
	Already in Rel-20 AI-Mobility (RAN2)
Need clarification for FR2-1 beam level measurement can be used for model input
	

	
	(3b) FR1/FR2-1 freq. domain (inter-cell, collocated)
	
	
	Already in Rel-20 AI-Mobility (RAN2)
Need clarification for FR2-1 beam level measurement can be used for model input
	

	
	(3c) FR1/FR2-1 freq. domain (inter-cell, non-collocated)
	Nokia, LGE, CMCC, Apple, Samsung, ZTE (FFS RAN2 or RAN4 driven)
	
	
	Nokia: Impact on prediction accuracy (accuracy requirements), reporting delay requirements and measurement gaps configuration and scheduling restrictions.
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