[bookmark: _Hlk66949131][bookmark: _Hlk514061252]3GPP TSG-RAN WG4 Meeting #110bis	R4-2405893
Changsha, China, 15th-19th April 2024

[bookmark: OLE_LINK5]Title:	On AI/ML general aspects 
Source:	Keysight Technologies UK Ltd.
Agenda item:	9.11.1
Document for:	Discussion and endorsement
1.	Introduction
Rel-19 Work Item (WI) was approved on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface (WID in [1]). The goal of this work item is to complete the normative support for the general framework for AI/ML air interface and to enable the recommended use cases in the preceding study item (FS_NR_AIML_Air) [2], whose outcome was documented in 3GPP TR 38.843 [3].
This Rel-19 work item [1] also aims to address outstanding issues identified during the study item phase [2], with the goal to complete the general framework that will be required for future normative work.
In RAN4#110, the approved way forward on AI/ML in R4-2403712 [4] included the following agreements regarding general issues:
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In this contribution, company views on some of the non-concluded General Aspects on AI/ML for NR Air Interface are provided.
2.	Discussion
2.1 Generalization
Generalization discussions pretend to account for the trade-off between performance and complexity when choosing the scenarios to carry out the AI/ML algorithm design: If key scenarios are not considered, some degradation could be observed in the field. If too many scenarios are covered by the same AI/ML algorithm, either the model becomes too complex and/or the performance optimization for one of the scenarios will not be maximized. On the other hand, if the model is too complex, the device performance (memory, battery consumption, latency) might be degraded.
Regarding generalization, in latest way forward approved [4] in RAN4#110, RAN4 agreed to continue to discuss the generalization tests/requirements in a case-by-case manner.
According to Keysight’s view, generalization way forward discussions strongly depend on whether the LCM procedures are signalling based or autonomously done by the UE:
· If LCM is signalling based, the test system could have control on which are the conditions for which performance was not optimized during the inference stage so specific generalization requirements/test could be defined (such the performance is not as good as for the optimize conditions but still under acceptable performance).

If RAN4 agrees to follow this approach, according to Keysight’s view, generalization requirements should:
· Be defined as conformance requirements for AI or AI-assisted functionalities before deployment. This not only ensures correct functionality but also prevents devices from degrading or overloading the complete system performance.
· Be defined in a per-use-case basis as the scenarios to be considered in each use case might be different, leading to different decisions. 
· The scenarios to be considered might include not only different channel emulation conditions, but also physical parameters that might affect the performance of the AI/ML model. For example:
· UMa considered a percentage of users to be indoors but maybe it is more efficient for the device to consider one AI/ML algorithm for indoor users and a different one for outdoor users).
· UE speed is another parameter that might lead to different AI/ML algorithms if optimized performance is targeted.
· Capture a comprehensive and sensible variations in the tested conditions, such that the models can perform reasonably well in a close set of scenarios. This implies the existence of a trade-off between how many AI/ML models a device uses and how many distinct scenarios are covered by each AI/ML model.
· FFS if the generalization conformance is done in an isolated test, interlocked with LCM functionalities (i.e. model switching, fallback, etc…) or a combination of both.

[bookmark: Prop1_1]Proposal 1.1: In case LCM is signalling based, RAN4 to define scenarios for inference and generalization in a per-use-case basis not only based in channel model but also include physical parameters that might affect the performance of each AI/ML model.

· If LCM is carried out autonomously by the UE: 
· The boundary between inference and generalization becomes loose: Nothing prevents one vendor to consider potential generalization scenarios into the training dataset used for inference. Hence it makes no sense to distinguish between requirements for inference vs generalization requirements. A set of wider coverage requirements will be defined.
[bookmark: Prop1_2]Proposal 1.2: In case LCM is autonomously carried out by UE, RAN4 to stop discussing about generalization and start to define scenarios for requirements in a per-use-case basis not only based in channel model but also include physical parameters that might affect the performance of each AI/ML model.
· One of the challenges in this case will be the quantification of the requirements: the achievable performance under certain conditions will be better for training datasets more focused on those conditions than in the case of training datasets with wider conditions coverage. Hence, requirements concrete proposals will spread along wide ranges.
In both cases, requirements should implicitly/explicitly consider the impact of latency in switching between AI/ML models.
[bookmark: Prop2]Proposal 2: AI/ML requirements should implicitly/explicitly consider the impact of latency in switching between AI/ML models.
Additional insights per-use-case regarding the generalization are:
· Beam management:
· Beam management use case could be very sensitive to latency or system level performance issues if the AI/ML model is too complex.
· A minimum set of minimum viable channels must be established for testing. It might not make sense to define beam management requirements for certain channel conditions.
Mobility must be included in the beam management scenario as UE side beam management will have extremely strict latency requirements. 
· CSI prediction:
· In CSI prediction use case, AI/ML algorithms will face a big challenge if they try to cover a wide range of high-speed values, as prediction can only be optimized for a small range of speed values (this is not the case of low-speed values). If the same algorithm considers a wide range of high-speed values, the model becomes too complex with poor performance in terms of latency/power consumption. 
[bookmark: Prop3]Proposal 3: Mobility aspects must be considered when defining the CSI prediction scenario.
[bookmark: Prop4]Proposal 4: In CSI prediction, RAN4 to define requirements for latency related to switching AI/ML models.
· Some of the physical parameters to evaluate when defining scenarios for CSI prediction could be:
· LOS/NLOS conditions: Both should be covered in the requirements, as the LOS/NLOS condition might rapidly change in a real scenario so it might be a good idea not to decouple those 2 conditions under different AI/ML models.
· CSI reporting periodicity may be important i.e. models able to work with a wide range of CSI reporting periodicities.
[bookmark: Prop5]Proposal 5: CSI prediction requirements should include performance of the transition between LOS/NLOS conditions. 
[bookmark: Prop6]Proposal 6: CSI prediction requirement to define performance for a range of CSI periodicity values.
2.2. Post-deployment testing
Regarding post-deployment testing, RAN4#110 agreed the following way forward in [4]:
	Issue 1-2: Post deployment handling
Agreement: 
· To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring 
· Depend on the other WG progress
· Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
· Other options are not precluded



Keysight’s view is that a combination of Option 1 and Option 2 could make sense: getting new AI/ML algorithms versions going through conformance testing before deployment will ensure a minimum performance in the field, while performance monitoring by the network might be required for generalization scenarios not covered in conformance requirements enabling network to deactivate the AI/ML model if the UE performance is not as expected.
The post-deployment testing seems to be feasible as far as the UE vendors know when the deployment is triggered, and they should have devices to request the conformance testing including a minimum set of tests verifying the performance of the models to be updated.
In terms of managing fallback, at least the network should have the option to deactivate the AI/ML algorithm to fallback into legacy performance when available.
[bookmark: Prop7]Proposal 7: For post-deployment testing, RAN4 to consider a new option 3: combination of options 1 and 2.

2.3. Data collection 
Regarding data collection, RAN4#110 discussed mainly 2 topics (once clarified that the discussion referred to data collection for training):
· Data collection accuracy:
· Whether to consider the definition of data collection accuracy in a case-by-case basis
· L1 RSRP accuracy was explicitly discussed for the beam management use case.
· Whether to wait for RAN1 and RAN2 progress to better understand the requirements and procedures required for AI/ML training data collection
· Data collection latency:
· Whether to consider the definition of data collection latency in a case-by-case basis
· Latency was broadly discussed, not only related to data collection, but also for the need of latency requirements for LCM or how testable UE decision making latency was.
No agreement was achieved. 
In our opinion, the definition of data collection latency requirements will make sense for on-line training (which is currently out of scope) or whenever there is a need for sharing the collected data between different entities.
[bookmark: Prop8]Proposal 8: Define only data collection latency requirements once it is identified a need to share data between different entities.
Regarding data collection accuracy requirements, the proposal to tighten the L1 RSRP accuracy requirements in order to achieve expected AI/ML performance seems a sensible approach.
[bookmark: Prop9]Proposal 9: RAN4 to evaluate the need of L1 RSRP data collection accuracy for beam management use case if L1 RSRP is finally the KPI chosen.
2.4. Test data handling
The following options were discussed in RAN4#110 for test data handling:
o	Option 1: For each use case, RAN4 needs to study whether using synthetic channels for test data will reliably test models trained on real data.
o	Option 2: Synthetic channels (RAN4 channels) should be enough for testing
o	Option 3: RAN4 should discuss whether/how field data can be used for testing
o	Option 4: Other
Finally, the agreement in [4] was to use synthetic channels as baseline for inference test, and check whether it can be used for each individual use case.
In order to move this evaluation forward, further discussions are required in terms of the scenarios to be considered for each use case, including channel model (TDL vs CDL channel model type, channel model parameters, etc.) and physical layer parameters impacting the AI/ML algorithms. 
Agreements achieved on this topic should be probably documented in an Annex in RAN4 impacted specifications.
[bookmark: Prop10]Proposal 10: RAN4 to trigger discussions on scenarios to be considered for each use case, including channel model (TDL vs CDL channel model type, channel model parameters, etc.) and physical layer parameters impacting the AI/ML algorithms. 
3.	Conclusion
This contribution provides Keysight’s insights on the general aspects for AI/ML for NR air interface under discussion.
The following proposals are made:
Proposal 1.1: In case LCM is signalling based, RAN4 to define scenarios for inference and generalization in a per-use-case basis not only based in channel model but also include physical parameters that might affect the performance of each AI/ML model.
Proposal 1.2: In case LCM is autonomously carried out by UE, RAN4 to stop discussing about generalization and start to define scenarios for requirements in a per-use-case basis not only based in channel model but also include physical parameters that might affect the performance of each AI/ML model.
Proposal 2: AI/ML requirements should implicitly/explicitly consider the impact of latency in switching between AI/ML models.
Proposal 3: Mobility aspects must be considered when defining the CSI prediction scenario.
Proposal 4: In CSI prediction, RAN4 to define requirements for latency related to switching AI/ML models.
Proposal 5: CSI prediction requirements should include performance of the transition between LOS/NLOS conditions. 
Proposal 6: CSI prediction requirement to define performance for a range of CSI periodicity values.
Proposal 7: For post-deployment testing, RAN4 to consider a new option 3: combination of options 1 and 2.
Proposal 8: Define only data collection latency requirements once it is identified a need to share data between different entities.
Proposal 9: RAN4 to evaluate the need of L1 RSRP data collection accuracy for beam management use case if L1 RSRP is finally the KPI chosen.
Proposal 10: RAN4 to trigger discussions on scenarios to be considered for each use case, including channel model (TDL vs CDL channel model type, channel model parameters, etc.) and physical layer parameters impacting the AI/ML algorithms. 
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2 Agreements

2.1General Issues
2.1.1 Agreements in main session
Tssue 1-1: Generalization update
Agreement:
B For AIML generatizaton [tests requirements]
B RANY should discuss it and decide the requirements/tess for each AT featue in the case-by-case manner
Tssne 1.2: Post deployment handling
Agreement:
B To cnsure the AT performance aftr device deploymeat, discuss the followiag options further
B Option I: Conductthe conformance testing for AT model fuactionality before deployment
® FFS on the feasibility
B Option 2 Desiga the test o verify the performance monitoring
@ Depend on the other WG progress
@ Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
B Other options are not prechuded.
Tssue 1-5: On device training/fine-tuning
Agreement:
B Come back to this issue after the other WG fializes the corresponding procedure.
Tssne 1-6: Combinations of features/capabilities
Agreement:
B Postpone the discussion for this issue uati the Perfpart
Tssne 1.7: Test data handling
Agreement:

B For inference test, use synthetic channels as baseline, and check whether it can be used for the individual use case




