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[bookmark: _Toc116995841]Introduction
The previous RAN4#110 meeting was the first one in terms of Rel-19 WI on AI/ML for air interface (NR_AIML_Air). However, in the main focus of the discussion was still clarification of the open issues left from the Rel-18 SI. Good progress was achieved in the discussion of the following general aspects [1], such as
· Handling of post-deployment changes/updates to the models
· Test data handling
Additionally, it was clarified that some of the issues cannot progress further at current level of maturity in the other WGs, e.g., combined testing of AI/ML features/capabilities, on device training/fine-tuning, or should be considered in case-by-case manner such as generalization.
At the same time, it was not possible to discuss all pending issues and some of the aspects still require further clarification. Therefore, in this paper we elaborate on the following topics:
· Further clarification on handling of post-deployment changes/updates to the models/functionalities
· A need for data collection requirements
· A few other open issues in RAN4 general frameworks, such as clarifications in definitions and testing diagrams

[bookmark: _Toc116995842]Discussion
Post-deployment handling
At the previous RAN4#110 meeting the topic of handling of post-deployment models was thoroughly discussed and the following agreement was achieved:
	Issue 1-2: Post deployment handling
Agreement: 
· To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring 
· Depend on the other WG progress
· Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
· Other options are not precluded



The need for post-deployment handling of AI/ML models is primarily caused by the potential frequent changes/updates to the AI/ML models. These models are essentially software components that can be substituted, upgrades, etc., and then executed on the same hardware in the device. In legacy, such software/firmware changes are much less typical, therefore, once the device has passed the conformance testing, the minimal level of performance can be ensured in the typical/tested scenarios. However, during the conformance testing of the device, the AI/ML models/functionality that can be easily changed presents a new challenge, i.e., how it can be ensured that the device that has passed conformance testing with one version of AI/ML model/functionality can also pass the same test after the upgrade?
The challenge of AI/ML model/functionality flexibility is how to ensure that the device that has passed conformance testing with one version of AI/ML model/functionality can also pass the same test after the upgrade/change of the model/functionality.

In general, we agree that the options that are already listed in the agreement is a good starting point. However, they might have drawbacks, that require further clarifications.
Specifically, Option 1 necessitates the introduction of the new procedure so that the UE vendors could declare that the updated version of the AI/ML models/functionalities are still compliant/passed RAN4 test cases in the same way as the original model/functionality. Such approach seems to be feasible for the offline retraining of the model, e.g., when there is a major update, and a new version is distributed to the devices in a centralized manner. On the other hand, if in the future releases, more dynamic approach is considered when the models are fine-tuned or updated in the device itself, then the approach with post-deployment conformance testing of such updates is less feasible. In our understanding, online training is not in the scope of the Rel-19 WI, hence, Option 1 is feasible approach only for less frequent centralized updates.
In more detail, some of the main challenges are:
1. Frequent updates to the AI/ML models: The companies can come up with very frequent model updates that needs to be tested increasing the test times proportionally.
2. Turnaround time for the conformance tests to be done across different models before deployment - For practical purposes if we assume that an abridged set of conformance tests impacting the functionality alone is decided for this purpose, even then with that kind of a test it could increase the turnaround time for the test significantly as the testing is done per device.

[bookmark: _Toc163136325]Frequent updates to the models/functionality will prolong the turnaround time of conformance of a model before its deployment in case of conformance testing before any deployment (Option 1).

[bookmark: _Toc163136326]Conformance testing for updated AI model/functionality before deployment (Option 1) is feasible in the case of declared centralized changes/updates to the models/functionalities (e.g., based on offline (re)training).

Option 2 considers the monitoring-based mechanism. It is more flexible and dynamic. However, we see a number of issues with this option as well.
Firstly, it is not clear which model/functionality/feature should be used if the fallback or a switch of the model is executed due to the performance issue. If the malfunction of the updated/new model is identified during performance monitoring then the fallback/switch should be allowed only to the model/functionality or legacy (non-AI/ML) feature that has passed conformance testing. In particular, this would mean that the model/functionality that has passed conformance testing should be available at the device. This aspect may not be considered in the other WGs, and should be emphasized in RAN4.
[bookmark: _Toc163136327]RAN4 to ensure (and to clarify in Option2: performance monitoring-based post-deployment handling) that in the case of identified performance issues, the fallback/change of the AI/ML model/functionality shall be allowed only to the model/functionality/legacy feature that has passed conformance testing.

Secondly, we cannot really consider Option 2 as model/functionality testing approach, i.e., it does not perform any explicit verification or testing of the updated models. The model/functionality is only evaluated based on the performance that potentially could be either the same for the original and updated model or very different depending on the experienced conditions.
It is hard to conclude just based on monitoring mechanism whether the issue is with the changed model/functionality or due to the challenging conditions.

Finally, the monitoring-based approach in Option 2 is reactive, i.e., we can fallback to another model or change the model/functionality only after the performance issues are identified by the monitoring mechanism. However, there are proactive approaches for model/functionality assessment which are also considered in the other WGs for example, as captured in the TS 38.843, Clause 7.1.1:
	Methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples for the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable):
-	Assessment/Monitoring based on the additional conditions associated with the model/functionality
-	Assessment/Monitoring based on input/output data distribution
-	Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
-	Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs) 




Hence, the safer approach is when the new/updated model/functionality stays inactive before it is allowed to substitute currently active model. The model/functionality that is in inactive state can still pass assessment/verification. In such a way, it can be verified that the new model/functionality is not faulty and can be used instead of previously active model/functionality.
[bookmark: _Toc163136328]RAN4 to consider Option 3 (a new option) for proactive post-deployment handling of AI/ML model/functionality updates: RAN4 to test the procedure when updated/new model/functionality stays inactive in the device before is has passed assessment/verification and can substitute currently active model/functionality.

Data collection requirements
Data collection mechanisms are still under the discussion in the other WGs, and are lacking maturity. However, from the RAN4 point of view we can start the discussion and share our understanding on the different components of data collection and potentially need for requirements.
Firstly, we need to clearly split the discussion in several main directions:
1) Data collection for inference
a. Data collection for inference is much mode dynamic and time-critical procedure because it might impact the quality of the prediction provided by the model/functionality.
2) Data collection for training
a. Whereas training data collection may have different focus, such as accuracy of ground truth and matching in between the data and the labels.
3) Data collection for LCM/Performance monitoring
a. Performance monitoring mechanisms might necessitate additional inputs (e.g., availability of measurements/ground truth to compare with) needs to be timely matched with the predictions/outputs of the AI/ML model.
[bookmark: _Toc163136329][bookmark: _Toc163136330][bookmark: _Toc163136331]In RAN4, requirements on data collection for training, data collection for inference, and monitoring data collection shall be discussed separately.

In Rel-18/19, we assume that model training is done offline. Hence, data collection is not time-critical operation. Furthermore, the discussion of the data collection for training requires better understanding of the interface that would be used for that, and this is pending at least on RAN2 discussions. Only if it is agreed that data collection will involve some standardized 3GPP interface (such as MDT) then, the requirements can be discussed further. On the other hand, if data collection outside of 3GPP is allowed, then it will be hard to define any requirements.
Overall, we think that the discussion of data collection for training is not needed in RAN4 at this stage.
RAN4 does not need to discuss accuracy and latency requirement on data collection for training unless training procedures are specified in 3GPP.

Regarding data collection in terms of LCM, we think that specifically data collection for monitoring can be prioritised because certain level of alignment will be needed in between the prediction provided by AI/ML functionality and the ground truth or intermediate KPIs provided by mentoring. One additional aspect is the location of the monitoring functionality, i.e., at the UE (UE-based or UE-assisted) or at the NW side. The need for the requirements will also strongly depend on the mechanisms defined in RAN1. Moreover, it is hard to avoid use-case specificity in those. For example, time scales of performance monitoring can be very different in different use cases.
RAN4 to consider monitoring data collection requirements in a use-case specific manner and based on RAN1 design of the corresponding mechanisms.

On data collection for inference
The topic of ‘data collection for inference’ has been discussed in the previous RAN4 meetings, as part of the more general context of potential requirements for data collection. In this section we describe our understanding on how/if ‘data collection for inference’ could be in the scope of RAN4 and propose a way forward.
In the context of ML-enabled functionalities (UE and/or side) it is important to highlight that inputs and outputs to the underlying ML model require certain pre- and post-processing, respectively, to be able to generate the actual output of the functionality (UE report/metric/decision or NW decision/metric). This leads us to the representations in Figure 1, for the three categories of use cases included in Release 19: UE-sided, NW-sided, and 2-sided UE-NW. 
Taking as example the UE-sided case, in Figure 1 we show the radio signals (RS or other) transmitted by the NW, as input to the UE Functionality. We also show the UE reports (configured by the NW, etc.) as the main output of the UE Functionality. These can be the same as in traditional non-ML solutions. The input radio signals are measured by the UE (radio measurements, as in traditional non-ML cases) and the following three processing blocks are ML implementation specific: input data pre-processing, ML model, output data post-processing. Our first main observation is that:
[bookmark: _Toc163136334]For ML-enabled functionalities, even if the internal processing chain in the UE or NW is likely to be more complex and extended with pre/post processing steps before and after the actual ML model, all these steps remain implementation specific and not in the scope of 3GPP specifications.

Secondly, also based on Figure 1, the most logical definition for ‘data collection for inference’ covers the processing steps of radio measurements processing and the input data pre-processing steps, i.e. up to the input of the ML model itself. Given that these block in the processing chain are totally implementation specific and likely of proprietary nature (for both UE and NW side ML solutions), and the actual input to the ML model is not exposed by the UE/NW, 3GPP cannot possibly define any requirements for them.
[bookmark: _Toc163136335]The latency of data collection for inference is hard/impossible to verify in RAN4 especially when it includes the stages or interfaces internal to the device and not defined in 3GPP.

Thirdly, as a much more feasible alternative to the ‘data collection for inference’ requirements discussed so far, we believe RAN4 can address the latency requirements for the entire processing chain, which is highlighted with the red braces for all three cases in Figure 1. For example, for the UE-sided ML, these requirements can be applied for the total latency between the radio signal reception by the UE and the output/reporting by the UE. This approach would be very much like in the traditional non-ML solutions, hence only the values of certain maximum latencies and/or latency tolerances would possibly need to be discussed and changed in RAN4/5 on use case basis. Similar approach can be taken for the NW-sided ML-enabled functionalities. 
For the 2-sided solutions, it is obvious that both UE and NW side would have some latency constraints in their processing chains. Thus, e.g. a maximum latency requirement could be specified including the entire UE chain (same as for UE-sided cases). This requirement would ensure that the input to the NW side processing chain (compressed CSI report) arrives in time such that after the NW-side processing the output is still useful for RRM purposes.
It is more feasible to control the latency in between the radio signal reception by the UE and output/reporting through the standardized 3GPP interfaces, i.e., like in legacy RAN4 core requirements.



[bookmark: _Ref163131936]Figure 1: Schematic ML processing chains for UE-sided and/or NW-sided ML-enabled functionalities. Red braces demonstrate observable 3GPP-based interfaces.

[bookmark: _Toc163136337][bookmark: _Toc163136338][bookmark: _Toc163136339]RAN4 to focus on the (inference) latency core requirements (i.e., in between the measurements/signalling and reporting) instead of ‘data collection for inference’ and continue the related discussions for each use case separately.

Other general aspects
Clarification in RAN4-related terms
Below, the definitions of AI/ML models testing and AI/ML model validation introduced in Section 3.1 of the TR 38.843 [3] are listed:
	· AI/ML model testing: A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.
...
· AI/ML model validation: A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.




These definitions are not introduced in RAN4 and should be reconsidered or at least clarified whether and how they are applicability in RAN4 context. For example, in RAN4, it is obvious that model testing is not the subprocess of model training. Similarly, validation that can be related to generalization/stability testing in RAN4 cannot be the part of training either.
[bookmark: _Toc158917215][bookmark: _Toc163136345]The definitions of AI/ML Model testing and validation introduced in TR 38.843 are not aligned with RAN4. In particular, RAN4 AI/ML-based feature testing cannot be the subprocess of training.
[bookmark: _Toc158917216][bookmark: _Toc163136346]Add a note in the term definitions (Clause 3.1 of TS 38.843) of AI/ML model testing and AI/ML model validation that they are not applicable in RAN4 context.

Reference block diagram for testing functionalities enabled with 1-sided models
In our opinion, the description of the reference block diagram in TR38.843 Section 7.3.2.3.1 [1] does not include sufficient details on the following aspects:
1) The role and meaning of the LCM blocks in the TE and DUT
2) The role and meaning of the AI/ML functions block in the TE 
3) The role and meaning of the Inference block in the DUT
4) The role and meaning of the Verification block in the TE
5) The signaling/messages assumed on the physical links between the TE and DUT

For item 1) we think is important to clarify that the ‘LCM’ block in the TE refers to all required ML-related functions implemented to provide the specified LCM related signaling towards the DUT. Similarly, the ‘LCM’ block in the DUT refers to all required ML-related functions implemented to provide the specified DUT behavior and the specified signaling towards the TE. As such, the scope of RAN4 requirements and testing is to verify that the ML functionality related messages (configuration, monitoring, activation/de-activation/switching) when generated in the TE are correctly interpreted in the DUT and the DUT provides the specified response signaling.
For item 2), based on the 1-sided use cases studied (beam management and positioning) we assume the ‘AI/ML functions’ indicates all the ML functionality management functions to be implemented at the NW side, including the required signaling generation for LCM actions (see item 1). Hence this block, and the testing diagram itself, is valid only if the DUT is the UE.
[bookmark: _Toc158917233][bookmark: _Toc163136348]RAN4 to agree and clarify in the TS that the reference block diagram in Figure 7.3.2.3-1 in TR38.843 [1] is applicable only for the testing UE-sided model -enabled use cases.
For item 3) the ‘Inference’ block does not seem to be needed becsuse the model inference is not to be tested directly, and instead the (ML) functionality enabled by an ML model is the object of the RAN4 test requirements. If this block is to be included in the reference diagram, we recommend to link this block more explicitly to the input (signals) from the TE and to the output (signals) towards TE.
For item 4), in our understanding the role of ‘Verification’ block needs to be clarified that it applies to the ML-enabled functionality/Feature being tested in the DUT(UE).
Based on the above clarifications, for item 5) we propose to describe the relevant signaling and logical links between TE and DUT, which are required to perform the test and be able to verify the test requirements are satisfied. We have included these proposed updates in our Figure 2 below.
[bookmark: _Ref158892006]Figure 2:  Reference block diagram for testing ML functionalities enabled with UE-sided models only. 
Update for Figure 7.3.2.3-1 in TR38.843 Section 7.3.2.3.
TE (gNB)
DUT (UE)

UL air-interface (conducted/ OTA):
a. Signaling DUT measurements reports
b. Feedback signalling for ML Functionality control messages from DUT
DL air-interface (conductive/ OTA):
a. Radio access signals
b. Signaling for ML Functionality control messages from TE
Signal generator
inference
LCM
Test configuration/controller
 
AI/ML functions
LCM
Verification

[bookmark: _Toc158917234][bookmark: _Toc163136349]RAN4 to agree that the description of the reference block diagram in Figure 7.3.2.3-1 in TR38.843 requires clarifications for at least the following items:
· [bookmark: _Toc158917235][bookmark: _Toc163136350]The role and meaning of the ‘LCM’ blocks in the TE and DUT
· [bookmark: _Toc158917236][bookmark: _Toc163136351]The role and meaning of the ‘AI/ML functions’ block in the TE 
· [bookmark: _Toc158917237][bookmark: _Toc163136352]The role and meaning of the ‘Inference’ block in the DUT
· [bookmark: _Toc158917238][bookmark: _Toc163136353][bookmark: _Toc158917239]The role and meaning of the ‘Verification’ block in the TE
· The signaling/messages assumed on the physical links between the TE/gNB and DUT/UE – see Figure 2.


[bookmark: _Toc116995848]Conclusion
In this papers we further discuss some of the general aspects of RAN4 requirements/testing of AI/ML based models/functionalities. 
The following Observations and Proposals were made:
On post-deployment handling:
Observation 1: The challenge of AI/ML model/functionality flexibility is how to ensure that the device that has passed conformance testing with one version of AI/ML model/functionality can also pass the same test after the upgrade/change of the model/functionality.
Observation 2: Frequent updates to the models/functionality will prolong the turnaround time of conformance of a model before its deployment in case of conformance testing before any deployment (Option 1).
Proposal 1: Conformance testing for updated AI model/functionality before deployment (Option 1) is feasible in the case of declared centralized changes/updates to the models/functionalities (e.g., based on offline (re)training).
[bookmark: _Toc116995849]Proposal 2: RAN4 to ensure (and to clarify in Option2: performance monitoring-based post-deployment handling) that in the case of identified performance issues, the fallback/change of the AI/ML model/functionality shall be allowed only to the model/functionality/legacy feature that has passed conformance testing.
Observation 3: It is hard to conclude just based on monitoring mechanism whether the issue is with the changed model/functionality or due to the challenging conditions.
Proposal 3: RAN4 to consider Option 3 (a new option) for proactive post-deployment handling of AI/ML model/functionality updates: RAN4 to test the procedure when updated/new model/functionality stays inactive in the device before is has passed assessment/verification and can substitute currently active model/functionality.

On data collection requirements:
Proposal 4: In RAN4, requirements on data collection for training, data collection for inference, and monitoring data collection shall be discussed separately.
Proposal 5: RAN4 does not need to discuss accuracy and latency requirement on data collection for training unless training procedures are specified in 3GPP.
Proposal 6: RAN4 to consider monitoring data collection requirements in a use-case specific manner and based on RAN1 design of the corresponding mechanisms.
Observation 4: For ML-enabled functionalities, even if the internal processing chain in the UE or NW is likely to be more complex and extended with pre/post processing steps before and after the actual ML model, all these steps remain implementation specific and not in the scope of 3GPP specifications.
Observation 5: The latency of data collection for inference is hard/impossible to verify in RAN4 especially when it includes the stages or interfaces internal to the device and not defined in 3GPP.
Observation 6: It is more feasible to control the latency in between the radio signal reception by the UE and output/reporting through the standardized 3GPP interfaces, i.e., like in legacy RAN4 core requirements.
Proposal 7: RAN4 to focus on the (inference) latency core requirements (i.e., in between the measurements/signalling and reporting) instead of ‘data collection for inference’ and continue the related discussions for each use case separately.

On other general aspects:
Observation 7: The definitions of AI/ML Model testing and validation introduced in TR 38.843 are not aligned with RAN4. In particular, RAN4 AI/ML-based feature testing cannot be the subprocess of training.
Proposal 8: Add a note in the term definitions (Clause 3.1 of TS 38.843) of AI/ML model testing and AI/ML model validation that they are not applicable in RAN4 context.
Proposal 9: RAN4 to agree and clarify in the TS that the reference block diagram in Figure 7.3.2.3-1 in TR38.843 [1] is applicable only for the testing UE-sided model -enabled use cases.

UL air-interface (conducted/ OTA):
c. Signaling DUT measurements reports
d. Feedback signalling for ML Functionality control messages from DUT
DL air-interface (conductive/ OTA):
c. Radio access signals
d. Signaling for ML Functionality control messages from TE
Signal generator
inference
LCM
Test configuration/controller
 
AI/ML functions
LCM
Verification

Proposal 10: RAN4 to agree that the description of the reference block diagram in Figure 7.3.2.3-1 in TR38.843 requires clarifications for at least the following items:
· The role and meaning of the ‘LCM’ blocks in the TE and DUT
· The role and meaning of the ‘AI/ML functions’ block in the TE 
· The role and meaning of the ‘Inference’ block in the DUT
· The role and meaning of the ‘Verification’ block in the TE
· The signaling/messages assumed on the physical links between the TE/gNB and DUT/UE – see Figure 2.
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