3GPP TSG-RAN WG4 Meeting #110-bis	                           R4-2405709
Changsha, Hunan Province, 15th April- 19th April, 2024

Agenda Item:	9.11.4
Source:	Apple
Title:	Discussion on testability and interoperability issues for CSI Compression and Prediction
Release:       Rel-19
Document for:	Discussion
1. Introduction
Rel-19 Work Item (WI) was approved on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface (WID in [1]). The application of AI/ML techniques to NR air interface has been studied in FS_NR_AIML_Air.
This work item provides normative support for the general framework of AI/ML concerning air interfaces. It also enables the implementation of recommended use cases outlined in the previous study. Furthermore, several study objectives within this project aim to address outstanding issues identified during the study, with the goal of enhancing understanding in preparation for future normative effort.
The current agreements on how to perform the RAN4 study on general issues for AI/ML, and issues related to interoperability/testing have been captured in the latest TR [2]
[bookmark: _Hlk130824939]In this contribution, we provide our viewpoints on some of the interoperability and testability aspects for AI/ML for NR air interface for CSI compression and prediction. 
2. Discussion
2.1 Test encoder/decoder option 3
Issue 4-3: Option 3 for 2-sided model
Based on the WF from RAN4 #110 [R4-2403871] regarding the testing options for 2-sided model, RAN4 should only discuss Options 3 and 4. The table below contains a set of parameters which are needed in the process of  checking the feasibility of Option 3 and how the test decoder could be implemented based on a full set of RAN4 specifications. The parameters should capture the specifications of a pair of a reference encoder/decoder. The parameters in green are agreed. The parameters in yellow are tentatively agreed. The parameters in blue are our proposals. The other parameters are still under discussion. Other parameters that are not yet listed might also be needed.
	Category
	Parameter
	Description/Examples

	Model architecture parameters
	Model type
	Transformer, CNN, RNN, MLP

	
	Model depth/parameters
	Number of layers, CNN: Kernel/Filter Size, Padding, Stride, Pooling layers parameters, Number of channels

	
	Layer type
	Fully connected, convolutional, activation layer (activation type: leakyRelu,etc),  batch(group)-normalization layer,dropout layer, etc.

	
	Layer size
	Neuron count and configuration

	
	Quantization method for the encoder output
	Scalar, vector (with codebook)

	
	Encoder-decoder interface
	Number of bits of latent message

	
	Fixed point representation
	Int8, int16, floating point etc

	
	Format of input to encoder/output of decoder
	

	
	Ground truth CSI:
· Data sample type
· Data sample format 
	Precoding matrix, channel matrix
Scalar quantization and/or codebook based quantization (e-type II, etc)

	Model Training related parameters
	Training procedure
	FFS (e.g Initialization method, training duration, training completion criteria, collaboration training type (see discussion), encoder assumption, etc)

	
	Loss function
	SGCS, NMSE, etc.

	
	Training datasets
	Channel model, number of Tx/Rx ports
Other parameters FFS (e.g. rank)
Number of layers/rank?
SNR, Genie/ real channel estimates (impairments)?
Data format of training (depends on
Collaboration training type) 
Size of training data set
Specify channel model parameters or training data samples stored in a repository?
Different Training Sets (configurations/ scenarios)?
Multiple vendor training sets 

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.

	
	Cross-validation details
	Dataset splits for training/validation/testing
This testing doesn’t refer to DUT testing

	Generalization (may be applicable to all four options)
	Performance requirements on test dataset(s). Does test refer to DUT testing here? What is the testing dataset?
	Mean SGCS, etc.

	Scalability (may be applicable to all four options)
	Supported antenna port configurations
	(2,8,2), (2,4,2), etc.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)


              
Table 1 Set of parameters in the process of checking the feasibility of Option 3

The objective of a neural network is to produce a final model that performs well not only on the training dataset but also on new data, enabling accurate predictions. The ability to perform well on previously unobserved inputs is called generalization. A related concept to generalization is overfitting. Overfitting is the condition where a model learns the training dataset too well, performing well on the training dataset but does not perform well on a hold-out sample. One very effective way to reduce overfitting and improve generalization is by constraining the model complexity (regularization). 
There are two ways to approach to avoid overfitting a model:
(1) Reduce overfitting by training the network on more examples. (increasing dataset)
(2) Reduce overfitting by reducing the complexity of the network.
A benefit of very deep neural networks is that their performance continues to improve as they are fed larger and larger datasets. A model with a near-infinite number of examples will eventually plateau in terms of what the capacity of the network is capable of learning.
A model can overfit a training dataset because it has sufficient capacity to do so. Reducing the capacity of the model reduces the likelihood of the model overfitting the training dataset, to a point where it no longer overfits.
Below is a list of methods that can be employed to avoid overfitting:
1. Activity Regularization: Penalize the model during training base on the magnitude of the activations.
2. Weigh Constraint: Constrain the magnitude of weights to be within a range or below a limit.
3. Dropout: Probabilistically remove inputs to the NN weights during training.
4. Noise: Add statistical noise to inputs during training.
5. Early Stopping: Monitor model performance on a validation set and stop training when performance degrades.

Proposal 1: When specifying the test decoder for option 3, RAN4 to consider including regularization techniques, such as weight constraints, dropout layers and their associated probabilities, early stopping criteria, noise injection, and other relevant factors. The size of the training data should also be specified. We updated the table by incorporating our additional proposals for supplementary parameters to specify the test decoder.
An important parameter that needs to be specified with respect to the training procedure for obtaining the test decoder is the collaboration type for the training procedure. Two options as shown in Fig 1.
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Fig. 1: Different collaboration Types for training test Decoder for Option 3

According to Fig 1, we can consider the following options: 
· Training type 1: For type 1 training, we jointly train a reference Encoder with the specified reference test decoder. For this option we will need to specify the reference encoder/decoder pair. In order to specify the test decoder we will need specification on: 
· (a) Dataset V is specified (channel model parameters, or stored channel realizations)
· (b) Reference Encoder/Decoder structure (specified according to Table 1)
· Training type 3: For type 3 training we jointly train multiple pairs of mutually agreed encoder/decoder pairs to generate the intermediate dataset {c,V} to train the test decoder. We can allow the training dataset to be an aggregate of {c,V} across different UE and decoders implementations. In order to specify the test decoder we will need specification on: 
· (a) Dataset {c,V} collected by multiple vendors, and standardized in RAN4 (stored in a repository) 
· (b) Agreement on what the multiple reference encoder/decoder pairs will be 
· (c) Reference Decoder (specified according to Table 1)
Proposal 2: When specifying the test decoder for option 3, RAN4 to consider the options for the training type in the training procedure of the test decoder. Consider training type 1 and 3 as described in this section.
To generate all the parameters of the fully specified test decoder (weights, biases for each node) we will also need to specify: 
· A reference encoder such that the pair of reference encoder/ test decoder can be trained jointly with the specified training data set (training type option 1). The reference encoder is specified in Table 1
· The parameters used to generate the training data (channel model and CSI configuration) 
· Details on the methods the input CSI data (to the reference encoder) is generated:
· Are the inputs to the encoder the raw channels or the eigenvectors?
· Any post processing that needs to be specified for the channel estimation output
· Is the CSI data the genie channel estimates or the outputs of UE’s channel estimation?
At this point the test decoder has been implemented based on the specifications and agreements and each participating company can provide their own designed test decoder. (to be shared with the TE) 
The channel model was agreed to be specified as part of the training data set. During the actual testing procedure, the DUT will be tested along with the test decoder. DUT can differ from the reference encoder: 
We are providing a list of the issues we are observing regarding the feasibility of current approach for Option 3:
· Issue 1 (Applicable to type 1 training): Each NW Vendor and each UE vendor have some specific variant implementations. If we train a test decoder that doesn’t cater for different UE encoders implementations (for example with training type 1 reference encoder) could cast this method infeasible, since even a well-trained UE encoder (DUT) could encounter unpredictable behavior from test Decoder (test decoder hasn’t seen similar data before since it was trained with a reference encoder). It would be unrealistic to expect the test decoder to produce meaningful answers for all expected DUT UE (in Type 1 training type).  A well-trained UE encoder could fail the test since the test decoder is not able to generalize. UE DUT could also have a different backbone network from reference encoder that could lead to performance degradation. 
· Issue 2 (applicable to type1 & type3): The test decoder should also capture characteristic of NW vendors (test decoder should be similar enough to NW implementation) because the DUT testing should reflect the conditions in the real deployment. Otherwise, the test could pass at TE vendor but fail during real deployment. An essential consideration is whether the information provided in the specification and the training dataset used to train the test decoder are adequate to ensure reliable performance across deployment scenarios-infra-vendors (that is, if DUT passes the test, then we have high confidence that it will perform well in the field). For alignment with real-world deployment, it's crucial that network vendors possess sufficient information to expect the gNB decoders will perform at the same level observed during testing. However, achieving this alignment with standardized decoders poses challenges, as it necessitates a high degree of similarity between the gNB decoder and the test decoders. 
Observation 1: There are numerous critical issues that must be addressed to assess the feasibility of option 3.
Proposal 3: To assess the feasibility of option 3, RAN4 should address several key considerations. These include: 
· With training type 1 it would be unrealistic to expect the test decoder to produce meaningful answers for all expected DUT UEs 
· Whether the information provided in the specification to implement the test decoders is adequate to ensure reliable performance across infra-vendors in real deployment (NW vendor implementation should be constrained to match test decoder implementation, but it is very likely that each NW vendor has a proprietary decoder architecture)  
Proposal 4: For option 3 of specifying the test decoder, prioritize training type 3 using a collaborative dataset sourced from different UE vendors to enhance the generalizability of the test decoder for testing multiple vendors. Dataset can be stored in a repository. 
2.3 Test encoder/decoder option 4
For Option 4 test decoders, we require partially specified decoders to satisfy the principle of test repeatability and bounded variation across TE implementations.
Test repeatability should be guaranteed for Option 4 (bounded variations across various TE implementations). If the DUT passes or fails the test with one TE implementation, it should exhibit the same outcome with another TE implementation.
Based on the WF from RAN4 #110 [R4-2403871] and the ad-hoc meeting notes:
Option 4 for 2-sided model
Several companies brought proposal on how to further study/check the feasibility of option 4. This discussion is also related to sub-topic 4-3 as the feasibility study has many similarities 
Issue 4-4: Option 4 for 2-sided model
· Proposals
· Option 1: 
· Capture a {encoder input, encoder output, decoder output} dataset in RAN4 specification, and the test decoder implementations are verified against this {encoder output, decoder output} dataset. Two sub-options for dataset generation are listed below:
· Option 4a-1: The dataset is generated by one agreed reference encoder/decoder pair (for dataset generation purpose)
· Option 4a-2: The dataset is generated by the encoder/decoder pairs designed by the contributing companies based on the agreed common assumptions
· Option 2:
· Capturing the encoder in the agreed reference encoder/decoder pair (for test decoder verification purpose) in RAN4 specification, and the test decoder implementations are verified against this reference encoder.
· Option 3: discuss which parameters/assumptions should be different/not needed compared to Option 3 in Issue 4-3
· Option 4: Model structure is not specified in RAN4. Training dataset is specified, where each training sample consists of both the raw channel matric/precoding matrix and the bit stream forwarded to the test decoder.
· Option 5: 
· Model structure is specified in RAN4. Training dataset is not specified for verifying the encoder at DUT. The test decoder developed by TE vendor needs verification. 
· FFS: How to determine the test metric for test decoder developed by each TE vendor. 
· Option 6: Others
· Recommended WF
· To be discussed 
Likely multiple options need to be chosen, RAN4 should agree on a minimum set such that companies can continue the study
Option 4a-1 can be described as follows: RAN4 captures the data set which was generated by the reference Encoder/Decoder according to the specifications of Option 3. The test decoder will be verified at each TE according to the specified dataset. This is shown in Fig 2.
The similarity between V and reconstructed V at the output of the decoder can only be guaranteed if the distribution of {c} is similar with the  distribution under reference encoder + standardized dataset conditions. But if the latent distribution{c} is drawn from distributions never seen by the test decoder like , the corresponding behaviour of the test decoder could be unpredictable.
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Fig. 2: Option 4a-1 for implementing test decoder, testing with DUT and deployed DUT 

Each UE DUT has its own unique channel estimation procedure, unique encoder architecture (including backbone network) and other unique variations.
Proposal 5: Investigate the feasibility of achieving bounded variations across different test decoder implementations with the same UE DUT, considering varying encoder output characteristics resulting from different encoder implementations and channel estimation procedures for Option 4a-1 test decoder implementation. 
 
For Option 4(a)-2, a diverse dataset is collected from different encoder/decoder pairs, each pair representing a different implementation of encoder and decoder based on common assumptions. The goal is to present the test decoder with a dataset with is representative of a wide variety of encoder and decoder implementations. 
In this option, we assume that the V dataset is generated from standardized propagation conditions. However, the input to the different encoders, denoted as V, varies across UE encoders due to different channel estimation procedures and UE encoder architectures. As a result, the encoder output is influenced by both the unique V input and the unique (agreed upon) encoder/decoder pair. This training dataset can be stored in a repository and used by TE vendors to verify the test decoder. This dataset stored in repository could be the standardized test.
Proposal 6: Investigate the feasibility of implementing a test decoder capable of learning the mapping between different encoder inputs and encoder outputs, with the diverse dataset spanning different encoder and decoder implementations for option 4a-2. The training dataset generated by multiple encoder/decoder pairs could be stored in a repository.
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Fig. 3: Option 4a-2 for implementing the test decoder

Regarding Option 4b-1 of Option 4's test decoder, each TE has the flexibility to build a test decoder, and the objective is to confirm that the test decoder implementations across different TEs demonstrate bounded variations when tested with a reference decoder. To achieve this goal, we can deploy a testing framework where the encoder component of the tested encoder/decoder pair is established as the reference encoder in the agreement outlined in Option 3 of the RAN4 specification. This is shown in Fig 4. 
We believe this proposal will face similar issues to Option 4a-1, where variations in UE encoder implementations can challenge the behaviour of the test decoder. This is an issue when the decoder has been verified using encoder inputs solely from a reference encoder.
Observation 2: Option 4b-1 faces similar issues to Option 4a-1, where variations in UE encoder implementations (DUTs) can challenge the behaviour of the test decoder. This is an issue when the decoder has been verified using encoder inputs solely from a reference encoder.
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Fig. 4: Option 4b-1 testing procedure for verifying the test decoder 

Option 4b-1 tries to verify a test decoder, by testing its ability to establish similarity between reference encoder input and test decoder output for a particular testing dataset. 
Determining which components of the decoder model require standardization and which can be omitted necessitates thorough investigation and alignment. A crucial consideration is whether the AI/ML model backbone, such as the CNN family or transformer architecture, should undergo standardization.
In addition to the broader AI/ML model backbone, the standardization of more detailed model-structure parameters, like convolutional kernel size for CNN or the number of multi-head self-attention blocks (for transformer models) should also be evaluated for standardization.
Proposal 7: We propose to consider options 3 (full specified test decoder) with training type 3, and option 4a-2 for partially specified test-decoders. For option 4, the objective should be to identify the optimal balance that enables the ecosystem to leverage the advantages of a standardized decoder, while simultaneously preserving opportunities for decoder model distinctions wherever feasible.
2.4 Testing Data 
Regarding the training and testing data set we can make the following observation: 
· Test decoder training (A): Test decoder is assumed to be trained with dataset A across different identified scenarios/configurations: {scenario/configuration1}, A{scenario/configuration2}, etc
· DUT encoder training (B): DUT UE Encoder is assumed to be trained with dataset B{scenario/configuration1}, B{scenario/configuration3}, etc .
· Option 1: DUT can be trained outside the TE environment with potentially real field data
· Option 2: DUT can be trained inside the TE environment along with testing 
· Option 3: A combination of Option 1, 2
· DUT + Test decoder Testing (C): DUT UE Encoder + Test Decoder is tested with dataset C {scenario/configuration1}, C{scenario/configuration2}, etc . 
· Real Deployment Inference (D):Real Field Data For Inference: DUT UE Encoder + NW Decoder  with dataset D {scenario/configuration1}, D{scenario/configuration2},…,D{scenario/configuration N},
We believe that the above procedures A,B,C,D should be all be taken into account in order to satisfy the RAN4 testing goals
Observation 3: The training/testing procedures that involve dataset A (test decoder training data), dataset B (DUT training data: in-site TE or outside), dataset C (testing data for DUT + Test decoder), and dataset D ( inference for DUT + NW decoder with real field data) should be investigated together to conclude on the overall testing goal feasibility for both options 3 and 4 
Observation 4: Multiple standardized training datasets are necessary to cover the identified scenarios and configurations for testing requirements.  This would imply the necessity of multiple test decoders. (same model, but each test decoder has different parameters)  
Regarding the source of the training data: if the training data for implementing the test decoder are based on a statistical model but DUT is trained with real field data, there could be a possibility that the test would fail resulting in false fail test. 
· General Issue with Mismatches between Testing, Training Data & Real Deployment Data: The source of the original training data (both for test decoder and DUT) needs to be determined. However, the TR [1] only captures results based on 3GPP statistical channel models, and there are no conclusions on how well these represent real-world measurements. Hence, there is no answer to how or what needs to be captured to achieve reliable performance across deployment scenarios (how well they reflect the real deployment). Moreover, it the test decoder has been trained with statistical channel models, and the DUT (UE vendor) has been properly trained with real field data, how can we ensure that a false fail test doesn’t occur? 

It would be possible that for some use-cases, models trained using real field data but evaluated using synthetic channel models (such as UMa, UMi, CDL channels) may exhibit poor performance and could unfairly fail tests. Similarly, if the field dataset is not sufficiently representative, "real" field data could also lead to similar issues. Therefore, it will be important to assess model performance for each specific use case and ascertain whether the use of synthetic channel models poses any risk of generating "false fails."

In the WF [R4-2403712] the following agreement has been captured: 
Issue 1-7: Test data handling 
Agreement: 
· For inference test, use synthetic channels as baseline, and check whether it can be used for the individual use case
Proposal 8: RAN4 to investigate the tradeoffs of training the DUT offline inside the TE or in the field with real-world data, or through a combination of both approaches. Multiple training datasets scenarios associated with a training ID could be linked with corresponding models. This set of models can be integrated into the UE capability and become part of the tests. During testing procedures, assistance information can be utilized to select the appropriate DUT model along with the appropriate test decoder (set of parameters for identified scenario/configuration)
Proposal 9:  RAN4 must conduct an analysis for each use case to determine the reliability of using synthetic channels for test data in evaluating models trained on real data (DUT training takes place outside the TE). 
2.5 Generalization/scalability aspects
The performance of generalization is of importance for a successful AI/ML feature deployment and the necessity and feasibility of defining requirements or test to verify the generalization of AI/ML has been studied. The content below from the TR discusses achieving minimum performance under certain conditions while ensuring that performance is not significantly degraded under other conditions Accordingly for the generalization verification aspects, the following contents are agreed to be captured in TR 38.843 [1]: 
	The goals of generalization test are to verify whether the minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations. The following aspects should be considered for generalization/scalability related testing:
· details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
· what the minimum level performance for each identified scenario and/or configuration is
· what the significant degradation for other scenarios and/or configurations is
It should also be considered that generalization and/or scalability related requirements for different scenarios/ configurations can be implicitly handled in the test case definition.
As for the handling of generalization tests, the following option is considered as baseline:
Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify its generalizability. (environment differs in each test but not changing dynamically during the test)
1. Specified UE configuration includes functionality and/or model ID if defined



Consider the following aspects regarding the different conditions for testing generalization for CSI AI/ML use:

· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
· Various antenna spacings (e.g., 0.5 lambda, 0.8 lambda, etc)
· Various antenna virtualization (TxRU mapping)
· Various carrier frequencies and bands (e.g., 2GHz, 4.0GHz)
· Various outdoor/indoor UE distributions for UMa/Umi
· Various UE speeds.


Consider the following aspects regarding the scalability aspect for generalization testing for CSI AI/ML use:
 
· Various bandwidths (e.g., 20MHz, 50MHz) and/or frequency granularities, (e.g., size of subband), different layers 
· Various sizes of CSI feedback payloads


Proposal 10:
Consider the following aspects regarding the different conditions for testing generalization for CSI AI/ML use:

· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
· Various antenna spacings (e.g., 0.5 lambda, 0.8 lambda, etc)
· Various antenna virtualization (TxRU mapping)
· Various carrier frequencies and bands (e.g., 2GHz, 4.0GHz)
· Various outdoor/indoor UE distributions for UMa/Umi
· Various UE speeds.

Consider the following aspects regarding the scalability aspect for generalization testing for CSI AI/ML use:
 
· Various bandwidths (e.g., 20MHz, 50MHz) and/or frequency granularities, (e.g., size of subband), different layers 
· Various sizes of CSI feedback payloads

Conclusion
In conclusion the following observations and proposals were discussed in this contribution:
Observation 1: There are numerous critical issues that must be addressed to assess the feasibility of option 3.
Observation 2: Option 4b-1 faces similar issues to Option 4a-1, where variations in UE encoder implementations (DUTs) can challenge the behaviour of the test decoder. This is an issue when the decoder has been verified using encoder inputs solely from a reference encoder.
Observation 3: The training/testing procedures that involve dataset A (test decoder training data), dataset B (DUT training data: in-site TE or outside), dataset C (testing data for DUT + Test decoder), and dataset D ( inference for DUT + NW decoder with real field data) should be investigated together to conclude on the overall testing goal feasibility for both options 3 and 4 
Observation 4: Multiple standardized training datasets are necessary to cover the identified scenarios and configurations for testing requirements.  This would imply the necessity of multiple test decoders. (same model, but each test decoder has different parameters)
Proposal 1: When specifying the test decoder for option 3, RAN4 to consider including regularization techniques, such as weight constraints, dropout layers and their associated probabilities, early stopping criteria, noise injection, and other relevant factors. The size of the training data should also be specified. We updated the table by incorporating our additional proposals for supplementary parameters to specify the test decoder.
Proposal 2: When specifying the test decoder for option 3, RAN4 to consider the options for the training type in the training procedure of the test decoder. Consider training type 1 and 3 as described in this section.
Proposal 3: To assess the feasibility of option 3, RAN4 should address several key considerations. These include: 
· With training type 1 it would be unrealistic to expect the test decoder to produce meaningful answers for all expected DUT UEs 
· Whether the information provided in the specification to implement the test decoders is adequate to ensure reliable performance across infra-vendors in real deployment (NW vendor implementation should be constrained to match test decoder implementation, but it is very likely that each NW vendor has a proprietary decoder architecture)  
Proposal 4: For option 3 of specifying the test decoder, prioritize training type 3 using a collaborative dataset sourced from different UE vendors to enhance the generalizability of the test decoder for testing multiple vendors. Dataset can be stored in a repository. 
Proposal 5: Investigate the feasibility of achieving bounded variations across different test decoder implementations with the same UE DUT, considering varying encoder output characteristics resulting from different encoder implementations and channel estimation procedures for Option 4a-1 test decoder implementation. 
Proposal 6: Investigate the feasibility of implementing a test decoder capable of learning the mapping between different encoder inputs and encoder outputs, with the diverse dataset spanning different encoder and decoder implementations for option 4a-2. The training dataset generated by multiple encoder/decoder pairs could be stored in a repository.
Proposal 7: We propose to consider options 3 (full specified test decoder) with training type 3, and option 4a-2 for partially specified test-decoders. For option 4, the objective should be to identify the optimal balance that enables the ecosystem to leverage the advantages of a standardized decoder, while simultaneously preserving opportunities for decoder model distinctions wherever feasible.
Proposal 8: RAN4 to investigate the tradeoffs of training the DUT offline inside the TE or in the field with real-world data, or through a combination of both approaches. Multiple training datasets scenarios associated with a training ID could be linked with corresponding models. This set of models can be integrated into the UE capability and become part of the tests. During testing procedures, assistance information can be utilized to select the appropriate DUT model along with the appropriate test decoder (set of parameters for identified scenario/configuration)
Proposal 9:  RAN4 must conduct an analysis for each use case to determine the reliability of using synthetic channels for test data in evaluating models trained on real data (DUT training takes place outside the TE). 

Proposal 10: Consider the following aspects regarding the different conditions for testing generalization for CSI AI/ML use:
· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
· Various antenna spacings (e.g., 0.5 lambda, 0.8 lambda, etc)
· Various antenna virtualization (TxRU mapping)
· Various carrier frequencies and bands (e.g., 2GHz, 4.0GHz)
· Various outdoor/indoor UE distributions for UMa/Umi
· Various UE speeds.

Consider the following aspects regarding the scalability aspect for generalization testing for CSI AI/ML use:
 
· Various bandwidths (e.g., 20MHz, 50MHz) and/or frequency granularities, (e.g., size of subband), different layers 
· Various sizes of CSI feedback payloads
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