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Rel-18 Study Item was approved on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface with the target to study the 3GPP framework for AI/ML for air-interface corresponding to each targeted use cases (i.e., CSI feedback enhancement, beam management, and positioning accuracy enhancements for different scenarios) regarding aspects such as performance, complexity, and potential specification impact [1] [2]. 
According to latest SID in [2], RAN4 is required to study the interoperability and testability aspects for each use case: Specifically, RAN4 is expected to study the requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable. 
The current agreements on how to perform the RAN4 study on general issues for AI/ML, and issues related to interoperability/testing have been captured in the latest TR [3]
In this contribution, we provide our viewpoints on some of the interoperability and testability aspects for beam management.
Discussion
2.1 Framework for Defining Requirements in Tests for AI/ML 
From RAN1 evaluation results there are many implementation factors that could influence the AI/ML model performance. Diverse company-specific assumptions and implementations regarding model structure and parameters often lead to significant performance variations. To ensure consistency across companies' results, incorporating a reference AI/ML decoder model becomes critical in defining performance benchmarks for the UE side encoder.
From a UE processing capability limitation perspective, RAN4 will need to find a measure to access and evaluate complexity. There should be some limitations and complexity considerations when RAN4 decides on the requirements. 
As an example, from RAN1 performance evaluations for the single sided BM use case, the complexity of AI/ML models reported across the companies can vary drastically as it is shown in the figure below from TR: 

Fig 1: Complexity of AI/ML models from evaluation results 
in terms of FLOPs and number of parameters for BM cases
Accordingly, the performance variations across companies as outlined in Section 6.3.2.1.1 from the TR can vary from 60% accuracy to 90% accuracy where most of the performance variation could be attributed to model complexity and other differences in simulation assumptions (training procedures, training data, etc)  
One question that arises is: What should be the granularity for defining the parameters to specify the reference AI/ML model for BM use case? In addition to model parameters, other factors that could affect performance include the model output type and the associated types of training data. For example, significant performance variations across companies are reported for the BM use case in section 6.3.2.3 of the TR. These variations depend on the output type, such as labels (classifier network) or L1-RSRP (CNN or MLP). For training input types for BM we could also differentiate between wide beams (SSB based, wide Tx beams) vs narrow beams (CSI-RS based, narrow Tx beams) types of set B of beams. 
Similarly to the list of parameters specified for the two-sided model in CSI use case, RAN4 should investigate the set of parameters and granularity for the other use cases. (BM and positioning) 
For example, for the BM case we could start with the following parameters: 
· General Complexity 
· Number of parameters 
· Memory Size
· FLOPS 
· Training output type (labels vs L1-RSRP, Classifier vs MLP)
· Training Input type (narrow beams (CSI-RS) vs wide beams (SSB) Tx beams)

We provide a table with the proposed parameters for specifying reference model for BM use case. (table 1)
Proposal 1: RAN4 should study the specification of reference AI/ML models, training procedure, and training data for defining performance requirements for BM use case while considering limitations on model complexity. We provide a reference table for initiating the discussion.




	Category
	Parameter
	Description/Examples

	Model architecture parameters
	Model type
	CNN, MLP, RNN (Case 2), LSTM (Case 2)

	
	Fixed point representation
	Int8, int16, floating point etc

	Model Training related parameters
	Training procedure
	FFS (e.g Initialization method, training duration, training completion criteria, etc)

	
	Loss function
	NMSE, Cross Entropy etc.

	
	Training datasets
	Channel model (CDL,Uma, etc) number of set -B/ set-A beams, specific TX and RX codebooks.
Antena port layout
Best Rx beam selection
SSB Wide Tx beams vs CSI-RS Narrow beams 

	
	Impairments 
	Are the RSRP measurments ideal? Impairment types affecting set B measurements and set A measurements, quantization, etc 

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, max epochs,etc.

	
	Cross-validation details
	Dataset splits for training/testing/validation

	Complexity 
	Model Parameter Size 
	

	
	Model Memory Size 
	

	
	FLOPS 
	

	Scalability 
	Supported set A 
	32, 64 beams 

	
	Supported set B pattern
	1/2,1/4, 1/8 etc

	
	Time Window configuration (BM case 2) 
	

	
	Number of future predicted instances (BM case 2)
	

	Performance Metric 
	Beam ID, RSRP accuracy 
	Top-K beams


                                   Table 1: Parameters for Specifying Reference Model for BM use cases
2.1 Beam Prediction Testability Discussion
According to the discussion during AI/ML ad-hoc meeting minutes [ R4-2403871] the following issue was discussed for the beam management case:
Issue 2-3: Test setup feasibility for FR2
To verify the accuracy of the L1-RSRP prediction for BM case 1 and case 2, we will need to introduce enough randomness in the spatial and temporal domain.  As it is shown in Fig 2, the propagation environment characterized by the different AoAs and AoDs, effectively sample the radiation beam patterns across the mainlobe and sidelobes of each of the beams in set B/set A at Tx and Rx antenna arrays. Fig 2 shows the radiation pattern of one beam inside set B or set A. The spatial mapping from set B to set A is learnt through all possible samplings of set B Tx beam patterns according to the AoDs along with samplings of the Rx beams across AoAs. AI/ML can learn the mapping from set B samples to set A samples by exploiting the correlations of the radiation patterns. For this learning to be complete we should sample the radation patterns at many points in spatial domain. This could be achieved by introducing randomness in AoA/AoD domain since the channel response is determined by the Tx beam response at the direction of the AoD. 
In the presence of multiple AoAs and AoDs, the resulting L1-RSRP is the superposition of these spatial beam samples at both Rx and Tx. The spatial mapping of set B L1-RSRP to set A L1-RSRP is learnt by proving enough random data  to capture the spatial correlations across different angles of departures and arrivals as well as the different superpositions of those angles. The correlations inferred will depend on the specific mainlobe as well as the sidelobe shapes of the setA/B patterns which will have to configured in the test and emulated by the test equipment. Therefore, the AI/ML model should be trained and tested with enough randomness.
Observation 1: The testing environment for Beam Management (BM) case 1 and BM case 2 should replicate conditions that sufficiently capture the correlations of the transmit (Tx) and receive (Rx) beam patterns across the entire spectrum of propagation conditions in both spatial (angles of arrival and departure - AoAs and AoDs) and temporal domains. 
Observation 2:  The following conditions will introduce randomness and variations in propagation conditions across both time and spatial domains for the computation of L1-RSRP 
(a) Different AoDs with respect to the Tx antenna array 
(b) Different AoAs with respect to the Rx antenna array 
(c) Different superpositions of {AoA,AoD} pairs 
(d) Fading/Variation in time domain ( different {AoA,AoD} pairs per resolvable delay bin path) 
(e) UE movement (including rotation)
It is expected that during deployment in the field, all the aforementioned randomness and variations will be inherent in the real propagation environment. Therefore, the AI/ML model should be tested under similar conditions, otherwise, the UE could easily pass the test and fail during real deployment scenarios.
Observation 3:  During real-world deployment, UE will encounter random radio propagations characterized by variations in both spatial and temporal domains (fading). Testing UE under similar conditions is important to reflect the realities of deployment accurately.
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Fig. 2: Beam pattern spatial domain sampling across AoA/AoD 

The baseline measurement setup for RRM characteristics and SNR referenece point for RRM testing procedure based  on TR 38.810 [4] for the study on test methods specifically for FR2 UE beam management is shown in Fig 3. 
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Fig. 3:  UE RRM test methodology for FR2 Beam Management  

For the testing goals of BM AI/ML use case as described in the paragraph above, there are two main limitations with the existing test methods: 
· Limitation on the number of simultaneously active AoAs (=2) 
· Limitation of the relative angular separation between AoA pairs: 30°, 60°, 90°, 120° and 150°. 
 
There are questions regarding how to meet the testing goals and RAN4 requirements using the FR2 OTA chamber, particularly with the necessity of sweeping beam patterns across Set-A and Set-B, but with the limitations of only two Angle of Arrivals (AoAs) and coarse angular separation. Moreover, for BM-Case2, to evaluate temporal DL Tx beam prediction, there should be some variation in beam direction over time, including UE rotation.
Observation 4: The following questions need to be answered to evaluate the feasibility of the FR2 OTA-based test procedure: 
1. How can we generate multiple beams from the Set-B and Set-A Tx beams given the limitation of two AoAs?
2. What assumption is made regarding Rx beam sweeping? Does the UE utilize a fixed Rx beam, or does it sweep to find the optimal Rx beam?
3. How can we simultaneously emulate different AoAs (Rx beam) and AoD (Tx beams)?
4. How can we achieve dynamic variation in the AoD domain (Tx beam sweeping) for BM case 2 prediction?
Based on the above discussion and observatios we have the following proposal:
Proposal 2: RAN4 should investigate the feasibility of the current FR2 OTA-based test procedure to capture random fading in both spatial and temporal domains, similar to CDL, Uma, etc. Additionally, considering the incorporation of UE rotation can help model randomness from the perspective of the Angle of Arrival (AoA)
Proposal 3:  If the current FR2 OTA-based test procedure proves to be not feasible, consider using CDL and Uma channels for testing in the BM AI/ML use case
2.2  KPIs/Test Metrics for BM Use case
2.2.1 KPIs/Test Metrics for beam management
In TR 38.843 the following agreements are captured  for KPIs/Test metrices for BM use case.
Both spatial-domain DL beam prediction and temporal DL beam prediction are considered.
For metrics for beam management requirements/tests, the following test metrics are identified and could be considered
-	Option 1: RSRP accuracy
-	Option 2: Beam prediction accuracy
-	Top-1 (%) : the percentage of "the Top-1 strongest beam is Top-1 predicted beam"
-	Top-K/1 (%) : the percentage of "the Top-1 strongest beam is one of the Top-K predicted beams"
-	Top-1/K (%) : the percentage of "the Top-1 predicted beam is one of the Top-K strongest beams"
-	Option 3: The successful rate for the correct prediction which is considered as maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB, 
-	Related measurement accuracy can be considered to determine x
-	Option 4: combinations of above options
The overhead/latency reduction should be considered for the requirements as the side condition. 
The TE might know the best Top-1 or Top-K beam from legacy, or it will configure the UE to measure and rank the strongest measured Top-K beams from Set A and report the strongest measured RSRP and/or beam IDs of Top-K beams. 
Two different KPIs have been suggested for BM: RSRP prediction accuracy and Beam prediction accuracy. For RSRP prediction accuracy, if  the predicted RSRP value of strongest beam lies within a tolerance margin from the RSRP value of strongest beam from legacy or measurement then the test could be validated (otherwise the test will fail) For Beam prediction accuracy, if the strongest beam ID from legacy or measurement is in the predicted Top-K beam IDs then the test will be validated. 
Regarding Option 1: It should be clarified that the RSRP accuracy pertains only in the case where the predicted RSRP corresponds to the legacy’s/genie best beam so that we compare RSRPs with the same beam ID. 
Proposal 4: For testing purposes and defining requirements for BM, RAN4 should clarify that RSRP accuracy pertains to the scenario where the top predicted AI/ML Beam ID is the same with legacy’s/genie
It is possible that none of the top-K predicted beams coincides with the legacy best beam ID. In this case the RSRP accuracy test is not relevant and the test should fail. We also think that the RSRP accuracy should be a metric averaged over the top-K beams and not just the best beam. But this choise would complicate the test metric in case some of the top-K beams don’t belong to the top-K genie beams. If RSRP accuracy compares RSRP with the same ID then the averaging would be limited to the number of matched beams between predicted and genie beams.
There will be two different classes of UE capabilities regarding model output types. For an AI/ML model supporting RSRP prediction the model output type should indicate such a capability. Similarly for a classifier based AI/ML model the capability should be indicated accordingly. 
Proposal 5:  The KPI test metric should take into account the UE capability for functionality identification. RSRP accuracy should not be a relevant test if the model type ouput of a model is indicated to be Beam ID prediction (classifier based) 
For a UE supporting AI/ML RSRP prediction (not only beam ID prediction) as indicated by its UE capability, Option 1 test metric can be evaluated as shown in Fig 4. The AI/ML model predicts the RSRPs across the set A and reads the predicted RSRP at the known genie beam ID location. Then it compares the predicted RSRP with the genie RSRP. A remaning question arises to what extend the RSRP accuracy is a relevant test if the predicted beam ID that matches the genie ID doesn’t belong to the top-K best beam IDs. In this case the RSRP test should fail even if the RSRP accuracy is within a margin.  
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Fig. 4: Option 1 test metric for BM requirement/testing 
For example, best beam ID=14, and the top-K beam IDs are 10,11,12,15. The predicted beam ID=14 maybe be top-10 and the predicted RSRP (ID=14) could be close to genie RSRP (at ID=14)
Proposal 6:  For the RSRP accuracy test metric, if the predicted beam ID that matches the genie ID doesn’t belong to the top-K best beam IDs, the test should fail irrespectively of the RSRP similarity between predicted and measured.
The success of passing the test for the BM use case depends on which Option is being used. For example, a UE can pass the test under Option 3 test metric, but fails the test under Option 2 or Option 1 test metric. This is shown in Fig 5. The UE passes Option 3 since the best beam among the top-4 predicted beams has a higher RSRP than the genie RSRP. But it fails Option 1 since the RSRP accuracy is poor. It also fails Option 2 test metric since the genie beam ID doesn’t belong to the the top-4  predicted beam IDs. 
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Fig. 5: UE passes the test under Option 3 but fails Option 1 and Option 2 

Another example is shown in Fig 6. The UE passes the test under Option 3 and Option 1 test metric, but it fails the test metric for Option 2 (beam ID accuracy) since none of the top-K=4 beams belong to the best genie ID.
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Fig. 6: UE passes the test under Option 3 and Option 1 but fails the Option 2 
In yet another example, in Fig 7, UE passes the test with Option 2 metric but it fails the test under Option 1 and Option 3 metrics. 
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Fig. 7: UE passes the test under Option 2 but fails Option 1 and Option 3 
Observation 4: For testing purposes and defining requirements for BM, a UE can pass a test under one test metric but it could fail the other Options. There are many combinations of pass/fail or fail/pass 
Another issue we observe is with Option 3 test metric. According to option 3 if the maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB then the test would be successful. Fig 8 shows an example where the AI/ML predicts the top 4 RSRPs corresponding to the best top 4 beam IDs. Since the best AI/ML predicted RSRP is quite close to the genie RSRP, the test would pass. However, this option has two issues: (1) We don’t guarantee that the genie beam ID is the same with best predicted beam ID. Therefore, we would compare RSRPs at different beam IDs (2) The AI/ML RSRP prediction accuracy may be poor even if the test passes.
As it is shown in Fig 8, it would be possible that the RSRP prediction accuracy for the last 3 beams is quite poor. We can see that by comparing the circles with the stars RSRP levels. The last three values of RSRP accuracy is poor. That is, the test would pass even though the “average” RSRP level prediction accuracy is quite low. 
Observation 5: Ensuring identical beam IDs between legacy/genie system and AI/ML models for RSRP comparisons, as well as maintaining RSRP accuracy across multiple beams, poses a challenge for the Option 3 test metric. (that is, it fails to test for those)
Proposal 7: There are issues with for Option 3 test metric for beam management requirements/tests. RAN4 to revise option 3 to address the issues discussed or propose a different test metric.
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Fig. 8: Illustration of Option 3 issue for beam management requirements/tests
For option 2 test metric, guaranteeing that the AI/ML predicts the true beam ID doesn’t imply that the RSRP accuracy requirement is satisfied. The issue is shown in Fig 9. The best legacy beam ID coincides with one of the predicted beam IDs and therefore the beam prediction accuracy test will pass but since the strongest predicted RSRP is far away from the strongest legacy RSRP, RSRP prediction accuracy would be poor. 
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Fig. 9: Illustration of Illustration of Option 2 issue for beam management requirements/tests
Observation 6: For option 2 test metric, using the beam ID prediction accuracy as the KPI for validating the test could lead to testing issues since RSRP accuracy couldn’t be guaranteed or tested (since we only test beam ID) 
Therefore if Option 2 is adopted as test metric KPI, we must ensure that the NW requests another sweep of measurements based on the predicted beam IDs. In this way the RSRP are measured in the second round and the RSRP accuracy between predicted and measured is not an issue any more.
Proposal 8: If a UE is only tested for option 2, the NW should request another beam sweep for obtainining measurements based on the predicted beam IDs. In this way the RSRPs are measured in the second round and the RSRP accuracy between predicted and measured is not an issue any more 
Proposal 9: Part of UE capability signaling should indicate the testing option used for the UE. This information enables the network to determine whether to initiate another sweep of beams for measurements. For instance, if the UE has already been tested for RSRP accuracy, the network can skip additional UE measurements.
Proposal 10: It is important to differentiate predicted beam reporting and measured beam reporting and for that purpose NW could configure separate CSI reporting configurations. Various CSI-Report Configs can be configured for the UE, with one designated for legacy measured beam reporting and another for predicted beam reporting
Our understanding about the difference between beam prediction and RSRP prediction is as below:
· Beam prediction accuracy metric– evaluate the beam index difference or RSRP difference between predicted Top-1/K beam and Genie-aided Top-1/K beam.
· RSRP prediction accuracy metric– evaluate RSRP difference between predicted RSRP and ideal RSRP of the same beam (needs to be captured in TR if this is the case)
Beam prediction accuracy centers on the difference in beam indexes or the variation in RSRP resulting from potential beam mismatches. This indicates that differences in RSRP could come from beam mismarches.
RSRP prediction accuracy revolves around the variance in RSRP for the identical beam (needs to be captured in TR). The accuracy in RSRP prediction aligns more with the traditional definition of accuracy in legacy RSRP measurements.
Both beam prediction accuracy and RSRP prediction accuracy metric are important. Beam prediction accuracy can guarantee that Top-1/K beam is predicted with high possibility. L1-RSRP will provide link quality information. RSRP prediction accuracy will make sure that RSRP prediction is accurate enough to make decision in many scenarios. For example, for L1/L2 mobility, NW will need L1-RSRP value to make decision for HO. Besides, in BFD or CBD, L1-RSRP/L1-SINR value will help to check whether Qin and Qout threshold is satisfied or not. 
As we discussed, thare are some issues with the current options for BM use cases KPIs. We would like to suggest another Option that takes into account both RSRP and beam ID as described below:
Lets assume that the beam ID of set A has a physical meaning, that is, it can be re-ordered in a way that adjacent  beam IDs correspons to adjacent beams in spatial direction domain. It would be more appropriate then to define a KPI that takes into account both RSRP accuracy and beam ID accuracy. That is, we can define a KPI that simultaneously captures the similarity across both RSRP and beam ID domains. This could be achieved by defining a margin tolerance box (or K-boxes for top-K beams) as shown in Fig 10.  The parameters  denote the 1D tolarence margins in RSRP and Beam ID accuracy domains. We could define a similar margin tolerance box for each of top-K beams (assuming we first group the Beam ID from prediction and legacy measurements in pairs) with similar or more relaxed margins. On the right side of Fig 10 we can see that the first top beam (strongest beam) would fail the test since the pairing of predicted and legacy RSRPs lie outside the window. We can define the final KPI as the percentage of top-K beam pairs (predicted and legacy) that meet the tolerance margin criterion. For example, if the percentage is set to 75%, 3 out of the 4 (K=4) pairs will have to meet the 2D tolerance margins. Note that this scheme is flexible/programmable by setting the window parameters   We could make those margins programmable and more aggressive for top beams. That is, we could set  and have more relaxed margins for the rest of the top K beams. 
Observation 7: RAN4 needs to capture a different test metric or a combination of Options 1,2,3
A proposal is given below based on the discussion in the paragraph above: 
Proposal 11: For testing purposes and defining requirements for BM, RAN4 to specify a new KPI that simultaneously captures similarity across both RSRP and Beam ID domains as described above. We call this Option 4.
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Fig. 10: Proposed KPI test metric that combine Option 1,2,3 
2.3  Measurement accuracy requirements/Training Data Quality for BM
For training the AI/ML models for beam management we need to agree on what the source of the training data is. We can consider the following options: 
(1) Training data are based on some genie measurements (potentially noise and distortion free) and by using a system level channel generation based method. This approach would result in model mismatches and generalization issues in the real deployment
(2) Training data are based on real measurements 

Observation 8: The source of training data for beam management will play a crucial role in AI/ML BM performance and in the generalization performance in real deployment
Proposal 12: RAN4 to investigate the source of training data for BM by taking into consideration the advantages and disadvanges of all the considered options 
For the option (1) above, it could be challenging to avoid model mismatches during real deployment and to guarantee generalization. Moreover, vendor specific Tx architectures/beamforming will need to be known and be part of the generated training data. 
In case the training data are based on real measurments there is a tradeoff between data quality and model generalization: In both BM-Case 1 and BM-Case 2 sub-use cases, L1-RSRP measurements serve as inputs and outputs for the AI-ML model. However, these measurements are susceptible to errors due to RF impairments,  thermal noise, quantization noise and other non-ideal components at the UE receiver. The range of measurement errors for FR2 is defined by current L1-RSRP requirements outlined in Clauses 10.1.20 of TS 38.133.
For both the Base Station (BS) and UE side models, these measurement errors impact the input L1-RSRPs for SetB beams. Simultaneously, during the training phase, measurement errors (and quantization errors) also influence the output because the labels/RSRPs are determined based on the non-ideal L1-RSRP of SetA beams. This interplay of errors affects both input and output data in the ML model training and inference processes. We would want to avoid the scenario where the AI/ML model attempts to fit the noise or impairment errors.
Moreover, there is variability among the magnitude of errors. Such a concern arises when we consider the trade-off between data quality and model generalization. For instance, consider two UEs: UE 1 positioned at the center of the serving cell and UE 2 at the cell's edge (low SNR). We opt to use ground truth to retain "good data" (from UE 1 due to favorable Signal-to-Noise Ratio or SNR) while discarding "bad data" (from UE 2 due to poor SNR), undoubtedly enhancing the model's training performance but trading off generalization performance for users with low SNR conditions. Deploying this model in real-world scenarios where radio conditions (measurments at low SNR) and obstacles, such as Non-Line-of-Sight (NLOS) elements, significantly differ from the controlled test environment, can result in degraded model performance. This discrepancy jeopardizes the model's ability to generalize well, undermining the efficacy of RAN4 testing goals.
Observation 9: For training data based on real measurements, the quality of  training data depends on RF impairments, and other noise sources. There is tradeoff between training data quality and generalization performance. With training data collection from the field, both set-B and set-A beams will be affected ny impairmenets 
Proposal 13:  For training data based on real measurements, for BM-Case1 and BM-Case2, RAN4 should study the impact of legacy L1-RSRP measurement accuracy requirements (accuracy of training data) as well as the quality of those data on the performance and generalization of AI/ML based BM
The choise between option (1) and (2) it also depends on the choice for testing data. It would be possible that for some use cases models trained using real data but tested under synthetic data channel models would not perform well and fail the tests although they are well trained. (false fails)   
Proposal 14:  RAN4 to jointly consider the tradeoffs for selecting the source of training and testing data for BM use case.
2.4 Generalization issues for BM  
For AI/ML based BM solution, generalization poses one of the main challenges for RAN4 testing. Generalization issue includes the following main aspects:
 Changing radio conditions
If an AI/ML functionality/model has been trained primarily on a dataset representing specific radio conditions, it may encounter diminished performance when faced with varying channel conditions in real-world environments. For example different propagation environments characterized by different angular/delay spread (LOS/NLOS) can alter the spatial mapping from set B to set A of beams learnt by AI/ML. Similarly the spatial mapping between set B and set A can be impacted by the carrier frequency/band of the measurements. 
 Changing configurations/parameters settings (conditions and additional conditions)
The performance of different AI/ML applications is greatly influenced by the level of generalization achieved  which depends on the configuration and parameter settings utilized for training dataset creation. For instance, in the context of beam management in AI/ML, configurations (conditions and additional conditions) need to consider various beam sets and codebooks, along with variations in the number of wide and narrow beams (Fig 11), different beam widths, Tx angles, a diverse grid of set B beam configurations,  and measurements across multiple frequencies or bands. 
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Fig. 11:  Various beam sets and codebooks across different cells 

Observation 10: To guarantee that the UE operates within acceptable margins, it's essential to subject it to various radio conditions and additional conditions for testing and generalization validation in RAN4 

For the generalization verification aspects, the following contents are agreed to be captured in TR 38.843 [1]: 
	The goals of generalization test are to verify whether the minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations. The following aspects should be considered for generalization/scalability related testing:
· details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
· what the minimum level performance for each identified scenario and/or configuration is
· what the significant degradation for other scenarios and/or configurations is
It should also be considered that generalization and/or scalability related requirements for different scenarios/ configurations can be implicitly handled in the test case definition.
As for the handling of generalization tests, the following option is considered as baseline:
Signalling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify its generalizability. (environment differs in each test but not changing dynamically during the test)
· Specified UE configuration includes functionality and/or model ID if defined


The discussion concerning "details about the scenarios and/or configurations for testing and the corresponding AI/ML models/functionality" closely aligns with the RAN1 agreement regarding AI/ML functionality and models. These are proposed for the identification of AI/ML functionality/model, as outlined in the following excerpt from the agreed RAN1 section of TR 38.843:
	<RAN1 Agreement, captured from TR38.843 v1.3.0>
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 
...
For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models, model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.



A model associated with configuration/condition associated with UE capability and additional conditions is shown in Fig 12. 
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Fig. 12:  A model associated with configurations/conditions associated with UE capability and additional condition

Our view on the "details about the scenarios and/or configurations for testing and the corresponding AI/ML models/functionality" is shown in Fig 13.  For the AI/ML functionality the UE capability report involves grouping of AI/ML models into buckets corresponding to non-overlapping sets of supporting configurations/conditions (conditions associated with Model A, Model B, etc). These conditions are associated with the UE capability for functionality. For each of these generic model there are sub-models that can be associated with additional conditions for model identification. There are two types of additional conditions. The first type is the additional conditions that can be specified (and they can be signaled as assistance information to the UE to select the proper model). These NW side additional conditions should be aligned between training and inference for the UE sided model for performance improvement. According to this information, UE can select the most suitable model to improve performance and pass the test.   
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Fig. 13:  Capability report and addional conditions  

RAN4 requirements should define tests for the AI/ML model such that the testing data align with the training data. That is, some of the conditions and additional conditions for functionalities and model identification, such as the beam pattern in Set B, the number of beams in setA/B and their associated mapping (wide SSB, versus CSI-RS narrow beams), time window configurations for BM case2, etc should align between training and RAN4 test. In order for the UE to select the appropriate model, some indication should also be part of the test definition. This assistance information will be part of the additional conditons that could be shared from the NW (NW side additional condition). Other more proprietary information (3dB beam width, antenna spacing, Tx beam angles) will be part of the additional conditions that cannot be shared (not part of UE capability) and could be considered to be  part of generalization tests
As mentioned, UE sided model would require some information on the configuration of set B codebook pattern for inference. This could be indicated as additional assistance information. Based on RAN1 discussion, there is no consensus to support the assistance information from NW on NW-side beam shape information. Simulation results confirm that the consistency / association of Set B beams and Set A beams across training and inference is “beneficial” from performance perspective from : 
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, consistency / association of Set B beams and Set A beams across training and inference is beneficial from performance perspective.
Note: Whether specification impact is needed is a separate discussion.


Thus, concerning the testing implications, ensuring the consistency or association of Set B beams and Set A beams throughout training and inference should be guranteed in the RAN4 core requirements. This consistency serves as additional assistance information for inference at the UE from the network side.  

Proposal 15:  In the RAN4 core requirement, it is mandated that the consistency or association between Set B beams and Set A beams during both training and inference must be guaranteed. This serves as additional assistance information from the network side for testing UE-sided models during inference and monitoring

From the RAN1 agreement captured above, it can be seen that a UE will report the supported configurations as part of capability signaling for a certain model/functionality. The other scenarios and/or configurations for generalization can be decided based on the supported configuration reported by UE.

For defining tests we can identify a set of reference conditions/configurations based on the capability signaling report from the UE. Example of reference radio conditions that UE could support can be an AWGN propagation condition or a particular CDL channel (link level). For example UE capability could indicate that the output type of the AI/ML model is label based (classifier), therefore the model should be tested under option 2 for BM KPI test metric.

For the other scenarions/configurations for defining generalization tests, we capture the following paragraph from the TR: “. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify its generalizability. (environment differs in each test but not changing dynamically during the test)
Specified UE configuration includes functionality and/or model ID if defined ” 

For functionality based LCM, functionality is enabled by configurations supported by conditions indicated by UE capability. Given that configuration, and as part of generalization test we can vary some condition/additional conditions.  For example, tests can be defined where the patterns of beam set A and set B vary,  or their associated mapping changes (e.g. SSB to CSI-RS wide to narrow beam mapping), or different antenna configirations/layout like 4x16 antenna versous 8x8 antenna layout, different antenna spacings (e.g spacing = 0.8 lamda).   Another example of additional condition could be the  frequency/band of the sweeping beams, number of history measurements time measurements for BM case 2 (Set B pattern in temporal domain), system level propagation channels (Uma, Umi), differene UE speeds, different beam shapes, etc Some of these conditions can be signalled explicitly or implicitly to the UE during the test and the UE can select the appropriate model. This is shown in Fig 14 where UE2 switches models to improve generalization performance based on assistance signaling of additional conditions.
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Fig. 14:  Generalization performance improvement with model switch based on assistance information 

For generalization testing, there is a type of addtional conditions which are the sensitive proprietary information that NW vendors may not be willing to share. Examples of these conditions are:
· NW side beam shape information
· 3dB bandwidth, physical antenna spacing, antenna array size, Tx beam angles, boressight directions

For defining generalization tests, the identified scenarios and configurations shall be associated with the UE capability of an AI/ML-enabled Feature FG. For example, we could define a generalization test associated with model B as it is shown in Fig 13. Model B is associated with some specific conditions/configurations, for functionality identification as indicated by UE capability. Under that configuration, UE could have other models associated with additional conditions (these conditions cannot be specified). These additional conditions will be the different scenations that will be part of the generalization tests. 
Some of the additional conditions can be shared during the test in the form of assistance information to improve the generalization ability of the UE.  

For the other additional conditions that the NW cannot share due to proprietary information, we can employ a virtual ID in the training dataset that indicates the additional conditions that the model was trained with. By signaling this ID, the UE can select the model that was trained with this dataset.
Observation 11: For BM use case the identified scenarios and configurations can be initially understood as those reported by UE through capability signaling as part of functionality identification.
Observation 12: The additional conditions for the AI/ML model training (which do not constitute part of UE capability) for the AI/ML-enabled feature/FG can serve as the different scenarios/configuration for defining generalization
Proposal 16: RAN4 should define identified scenarios/configurations associated with the UE capability report of an AI/ML-enabled Feature FG.  For defining generalization tests, the additional conditions can serve as the other identified scenarios/configurations for the BM use case

Proposal 17: RAN4 should investigate the feasibility of providing assistance information for the additional conditions to aid generalization and consistency across training and testing when defining requirements. Other additional conditions that are not part of UE capability can be used to define generalization tests
Proposal 18: For additional conditions that cannot be shared due to proprietary concerns, RAN4 can explore the feasibility of using a virtual ID to indicate the specific conditions under which a model was trained. This approach would assist in the proper selection of UE models to support generalization. Additionally, RAN4 should identify which additional conditions should be exclusively reserved for generalization tests.

2.5 Consistency between Training and Inference  
The existence of generalization cases highlights the necessity of tackling performance issues that arise when the assumptions made during training, such as using a machine learning model trained with a specific set of network/user equipment (NW/UE)-side additional conditions, do not align with the assumptions made during inference. This misalignment can lead to certain performance degradations. 

As agreed in RAN#102, ensuring consistency between training and inference regarding any identified additional conditions on the network side for inference at user equipment (UE) is a key objective for the beam prediction use case within the scope of Release 19 work item.

As highlighted in TR 38.843 (Clause 4.2.3), additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. Moreover, additional conditions of a model can be divided into two categories: NW-side additional conditions and UE-side additional conditions
The following options can be taken as potential approaches to improve generalization and maintain performance by ensuring consistency between training and inference, in accordance with clause 4.2.3 of TR 38.843: 
·  Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side.
·  Model training at NW and transfer to UE, where the model has been trained under the additional condition.
·  Information and/or indication on NW-side additional conditions is provided to UE.
·  Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)

The concept of additional conditions was introduced during the latter stages of the study item when the necessity for these conditions became apparent due to the presence of AI/ML training variables that may lack standardization. For example, in AI/ML-based beam management use cases, elements of network topology such as cell layout or antenna configuration, or internal variables of user equipment (UE) such as UE speed, can influence the selection of the AI/ML model to be utilized during AI/ML operations.

Nonetheless, while these variables may be essential for training AI/ML models and thus required as input for AI/ML model operation, they may not be standardized due to proprietary information concerns. Therefore, categorizing these variables as additional conditions can facilitate the AI/ML operation.

Among the methods explored for ensuring consistency between the network and UE for these additional conditions, the "Consistency assisted by monitoring" methodology appears to be the least optimal solution. It is expected to cause significant delays in selecting the optimal AI/ML model for the UE.

Consider a scenario where multiple sets of beam management models are developed for different user equipment (UE) speeds, and the network intends to utilize the monitoring procedure to select the optimal model. In this case, the network must activate multiple models at the UE one by one, each associated with different UE speeds, until it identifies an AI/ML model that yields the best performance. During the period when the network is activating non-optimal model(s) at the UE, UE performance suffers, resulting in a delay in selecting the most optimal model.

Observation 13:  Achieving consistency between training and inference by model monitoring could result in delays and increased complexity in model management for BM use case

If multiple models with varying generalization capabilities and requirements for network-side additional conditions are trained by different UE vendors, it would necessitate substantial standardization efforts. 

Observation 14:  If multiple models with varying generalization capabilities and requirements for network-side additional conditions are trained by different UE vendors, it would necessitate substantial standardization efforts for BM use case

In order to ease the burden for testing models with different NW additional conditions, it would beneficial to train the UE-side model with mixed dataset from various gNB settings (additional conditions), thus reducing the number of AI/ML models (selected by NW-side additional conditions) required to guarantee generalization and maintain the system performance.  UE complexity increases if the UE needs to store and manage multiple AI/ML models. 

 Proposal 19:  In order to ease the burden for testing models with different NW additional conditions, it would beneficial to train the UE-side model with mixed dataset from various gNB settings, thus reducing the number of AI/ML models (selected by NW-side additional conditions) required to guarantee generalization and maintain the system performance for BM use case

For achieving consistency between training and inference we can re-use the same concepts from post-deployment validation from our paper on general aspects.

Proposal 20: For achieving consistency between training and inference, if the model drifts due to misalignment of network-side additional conditions, the alignment could be achieved through an ID assigned by the network during training data collection. This ID indicates the association of the training data with the additional conditions implied to generate those data 
If the UE doesn’t have the ID but the NW has the model ID, then the NW can transfer the model to UE and UE update its list of models:   
Proposal 21: For achieving consistency between training and inference, if the UE lacks the ID but the network possesses the model ID, then the network can transfer the model to the UE, and the UE can update its list of models
If the UE has a model that partially supports the NW-sided additional conditions then the NW can trigger data collection for fine tuning of the UE-sided model:  
Proposal 22: For achieving consistency between training and inference, if the UE has a model that partially supports the network-sided additional conditions, then the network can trigger data collection for fine-tuning the UE-sided model. Subsequently UE updates its list of model IDs.
If there is no model at the network or UE, then the network configures the UE to fallback to legacy mode.
In case there is no ID available, then NW can configure a model monitoring procedure with UE-side measurements to check if the consistency of the additional conditions can be achieved. If performance criteria are met the consistency is achieved and the model has been verified. Otherwise, fallback to legacy mode is configured. 
Proposal 23: The UE updates its model list with a new model derived from either fine-tuning, model transfer from the NW, or monitoring to ensure the consistency of additional conditions. Then, the UE assigns an ID to the new model that supports the NW's additional conditions and shares this information with the NW. If some of the new conditions/configurations are standardized, the UE updates its capability report accordingly.
Proposal 24: If there is no ID available to associate training data with additional conditions, and monitoring procedure fails to guarantee the consistency of the model with the additional conditions then UE should fallback to legacy mode. 


For model identification each model is characterized by conditions and additional conditions. An example is shown in Fig 15. The complexity of LCM model management increases since the number of candidate models is large. Deactivations, latency and delays can occur when model monitoring takes place or when an appropriate model is not found (in this case UE fallback to legacy)
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Fig. 15:  Model Identification and NW-side additional conditions

The current schemes proposed to ensure consistency between training and inference for sustaining system performance is through assistance information or model identification which is only used for model selection.

Observation 15: Current proposals on assistance information for additional conditions and Model Identification only serve the purpose of selecting the appropriate AI/ML model. However, this approach may not be scalable due to considerations of UE implementation complexities and granualtity of conditions/additional conditions. Complexity can increase substantially, especially if condition granularity is fine.

We propose defining some form of assistance information signal as input to the AI/ML model, which will be incorporated into the model’s inference engine. We propose the employment of an AI/ML supermodel that supplements its core inputs with auxiliary information signals, which will be integrated into its inference engine. The form of auxiliary information signals should optimize the tradeoff between disclosing proprietary information and enhancing the generalizability of the AI/ML model. As a result, the number of required AI/ML models needed to be stored, managed, and tested will be drastically reduced. An example is shown in Fig 16.
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Fig. 16:  AI/ML Super Model with auxiliary information signals


Proposal 25:  Investigate the feasibility of enhancing the generalizability of the AI/ML model and reducing the number of AI/ML models and the testing burden for the beam management case by supplementing the core AI/ML input signals with both network (NW) and  UE auxiliary information signals integral to its inference engine
 
Proposal 26:  Investigate the feasibility of training the models with a mixed dataset associated with both network (NW) and UE auxiliary information signals to further enhance the generalizability of the AI/ML model for the beam management case and reduce the number of generalization tests.
Conclusion
In this section we summarize our discussion by listing the observations and proposals discussed in this contribution:
Observation 1: The testing environment for Beam Management (BM) case 1 and BM case 2 should replicate conditions that sufficiently capture the correlations of the transmit (Tx) and receive (Rx) beam patterns across the entire spectrum of propagation conditions in both spatial (angles of arrival and departure - AoAs and AoDs) and temporal domains. 
Observation 2:  The following conditions will introduce randomness and variations in propagation conditions across both time and spatial domains for the computation of L1-RSRP 
(a) Different AoDs with respect to the Tx antenna array 
(b) Different AoAs with respect to the Rx antenna array 
(c) Different superpositions of {AoA,AoD} pairs 
(d) Fading/Variation in time domain ( different {AoA,AoD} pairs per resolvable delay bin path) 
(e) UE movement (including rotation)
Observation 3:  During real-world deployment, UE will encounter random radio propagations characterized by variations in both spatial and temporal domains (fading). Testing UE under similar conditions is important to reflect the realities of deployment accurately.
Observation 4: The following questions need to be answered to evaluate the feasibility of the FR2 OTA-based test procedure: 
1. How can we generate multiple beams from the Set-B and Set-A Tx beams given the limitation of two AoAs?
2. What assumption is made regarding Rx beam sweeping? Does the UE utilize a fixed Rx beam, or does it sweep to find the optimal Rx beam?
3. How can we simultaneously emulate different AoAs (Rx beam) and AoD (Tx beams)?
4. How can we achieve dynamic variation in the AoD domain (Tx beam sweeping) for BM case 2 prediction?
Observation 5: For testing purposes and defining requirements for BM, a UE can pass a test under one test metric but it could fail the other Options. There are many combinations of pass/fail or fail/pass 
Observation 6: Ensuring identical beam IDs between legacy/genie system and AI/ML models for RSRP comparisons, as well as maintaining RSRP accuracy across multiple beams, poses a challenge for the Option 3 test metric. (that is, it fails to test for those)
Observation 7: For option 2 test metric, using the beam ID prediction accuracy as the KPI for validating the test could lead to testing issues since RSRP accuracy couldn’t be guaranteed or tested (since we only test beam ID) 
Observation 8: RAN4 needs to capture a different test metric or a combination of Options 1,2,3
Observation 9: The source of training data for beam management will play a crucial role in AI/ML BM performance and in the generalization performance in real deployment
Observation 10: For training data based on real measurements, the quality of  training data depends on RF impairments, and other noise sources. There is tradeoff between training data quality and generalization performance. 
Observation 11: To guarantee that the UE operates within acceptable margins, it's essential to subject it to various radio conditions and additional conditions for testing and generalization validation in RAN4 

Observation 12: For BM use case the identified scenarios and configurations can be initially understood as those reported by UE through capability signaling as part of functionality identification.
Observation 13: The additional conditions for the AI/ML model training (which do not constitute part of UE capability) for the AI/ML-enabled feature/FG can serve as the different scenarios/configuration for defining generalization
Observation 14:  Achieving consistency between training and inference by model monitoring could result in delays and increased complexity in model management for BM use case

Observation 15:  If multiple models with varying generalization capabilities and requirements for network-side additional conditions are trained by different UE vendors, it would necessitate substantial standardization efforts for BM use case

Observation 16: Current proposals on assistance information for additional conditions and Model Identification only serve the purpose of selecting the appropriate AI/ML model. However, this approach may not be scalable due to considerations of UE implementation complexities and granualtity of conditions/additional conditions. Complexity can increase substantially, especially if condition granularity is fine.

Proposal 1: RAN4 should study the specification of reference AI/ML models, training procedure, and training data for defining performance requirements for BM use case while considering limitations on model complexity. We provide a reference table for initiating the discussion.
Proposal 2: RAN4 should investigate the feasibility of the current FR2 OTA-based test procedure to capture random fading in both spatial and temporal domains, similar to CDL, Uma, etc. Additionally, considering the incorporation of UE rotation can help model randomness from the perspective of the Angle of Arrival (AoA)
Proposal 3:  If the current FR2 OTA-based test procedure proves to be not feasible, consider using CDL and Uma channels for testing in the BM AI/ML use case
Proposal 4: For testing purposes and defining requirements for BM, RAN4 should clarify that RSRP accuracy pertains to the scenario where the top predicted AI/ML Beam ID is the same with legacy’s/genie
Proposal 5:  The KPI test metric should take into account the UE capability for functionality identification. RSRP accuracy should not be a relevant test if the model type ouput of a model is indicated to be Beam ID prediction (classifier based) 
Proposal 6:  For the RSRP accuracy test metric, if the predicted beam ID that matches the genie ID doesn’t belong to the top-K best beam IDs, the test should fail irrespectively of the RSRP similarity between predicted and measured.
Proposal 7: There are issues with for Option 3 test metric for beam management requirements/tests. RAN4 to revise option 3 to address the issues discussed or propose a different test metric.
Proposal 8: If a UE is only tested for option 2, the NW should request another beam sweep for obtainining measurements based on the predicted beam IDs. In this way the RSRPs are measured in the second round and the RSRP accuracy between predicted and measured is not an issue any more 
Proposal 9: Part of UE capability signaling should indicate the testing option used for the UE. This information enables the network to determine whether to initiate another sweep of beams for measurements. For instance, if the UE has already been tested for RSRP accuracy, the network can skip additional UE measurements.
Proposal 10: It is important to differentiate predicted beam reporting and measured beam reporting and for that purpose NW could configure separate CSI reporting configurations. Various CSI-Report Configs can be configured for the UE, with one designated for legacy measured beam reporting and another for predicted beam reporting
Proposal 11: For testing purposes and defining requirements for BM, RAN4 to specify a new KPI that simultaneously captures similarity across both RSRP and Beam ID domains as described above. We call this Option 4.
Proposal 12: RAN4 to investigate the source of training data for BM by taking into consideration the advantages and disadvanges of all the considered options 
Proposal 13:  For training data based on real measurements, for BM-Case1 and BM-Case2, RAN4 should study the impact of legacy L1-RSRP measurement accuracy requirements (accuracy of training data) as well as the quality of those data on the performance and generalization of AI/ML based BM
Proposal 14:  RAN4 to jointly consider the tradeoffs for selecting the source of training and testing data for BM use case.
Proposal 15:  In the RAN4 core requirement, it is mandated that the consistency or association between Set B beams and Set A beams during both training and inference must be guaranteed. This serves as additional assistance information from the network side for testing UE-sided models during inference and monitoring

Proposal 16: RAN4 should define identified scenarios/configurations associated with the UE capability report of an AI/ML-enabled Feature FG.  For defining generalization tests, the additional conditions can serve as the other identified scenarios/configurations for the BM use case

Proposal 17: RAN4 should investigate the feasibility of providing assistance information for the additional conditions to aid generalization and consistency across training and testing when defining requirements. Other additional conditions that are not part of UE capability can be used to define generalization tests
Proposal 18: For additional conditions that cannot be shared due to proprietary concerns, RAN4 can explore the feasibility of using a virtual ID to indicate the specific conditions under which a model was trained. This approach would assist in the proper selection of UE models to support generalization. Additionally, RAN4 should identify which additional conditions should be exclusively reserved for generalization tests.

Proposal 19:  In order to ease the burden for testing models with different NW additional conditions, it would beneficial to train the UE-side model with mixed dataset from various gNB settings, thus reducing the number of AI/ML models (selected by NW-side additional conditions) required to guarantee generalization and maintain the system performance for BM use case

Proposal 20:  Investigate the feasibility of enhancing the generalizability of the AI/ML model and reducing the number of AI/ML models and the testing burden for the beam management case by supplementing the core AI/ML input signals with both network (NW) and  UE auxiliary information signals integral to its inference engine
 
Proposal 21:  Investigate the feasibility of training the models with a mixed dataset associated with both network (NW) and UE auxiliary information signals to further enhance the generalizability of the AI/ML model for the beam management case and reduce the number of generalization tests.

Proposal 22: For achieving consistency between training and inference, if the model drifts due to misalignment of network-side additional conditions, the alignment could be achieved through an ID assigned by the network during training data collection. This ID indicates the association of the training data with the additional conditions implied to generate those data 
Proposal 23: For achieving consistency between training and inference, if the UE lacks the ID but the network possesses the model ID, then the network can transfer the model to the UE, and the UE can update its list of models
Proposal 24: For achieving consistency between training and inference, if the UE has a model that partially supports the network-sided additional conditions, then the network can trigger data collection for fine-tuning the UE-sided model. Subsequently UE updates its list of model IDs.
Proposal 25: The UE updates its model list with a new model derived from either fine-tuning, model transfer from the NW, or monitoring to ensure the consistency of additional conditions. Then, the UE assigns an ID to the new model that supports the NW's additional conditions and shares this information with the NW. If some of the new conditions/configurations are standardized, the UE updates its capability report accordingly.
Proposal 26: If there is no ID available to associate training data with additional conditions, and monitoring procedure fails to guarantee the consistency of the model with the additional conditions then UE should fallback to legacy mode. 
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