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1. Introduction
In 3GPP RAN #102[1], for CSI enhancement, it is agreed to further study the testability and interoperability issues in R19, including:
	· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis



In this contribution, we will continue to discuss the testability and interoperability issue on AI/ML based CSI enhancement, with the focus on the testing options for two-sided models, as well as the performance requirement for both CSI compression and CSI prediction cases. 

2. Discussion
2.1 Testing options for two-sided models
For a two-sided AI/ML model, the information transmitted through air-interface (e.g. PMI) is generated by AI/ML models (e.g. CSI encoder), rather than codebooks predefined by protocol. Regarding the testability of two-sided model, it is necessary to consider bring in a test model to cooperate with the model under test. 
In the previous RAN4 meetings, 4 options on test decoder have been proposed and discussed, i.e., 
· Option 1: test decoder is provided by the vendor of the encoder
· Option 2: test decoder is provided by the vendor of the decoder
· Option 3: The test decoder(s) are fully specified and captured in RAN4 spec.
· Option 4: The test decoder(s) are partially specified and captured in RAN4 spec.
In RAN4 #110 meeting, RAN4 agree to further discuss only options 3 and 4, i.e., fully or partially specify test decoder(s).
From our understanding, to define a test decoder in specification, following aspects should be taken into account.

-  Principles to define test decoder(s)
· To meet the minimum performance requirement
The test model is used to meet the minimum performance requirement in RAN4 tests, not directly to be used for commercial utilization and deployment (may be reused, depends on the model capability). 
· To be a simple design
As a test model to be specified in RAN4 spec, we may have a lot of proposals from different companies. How to do the merge and compromise among different designs and views from different companies would be a big challenge and a tough work.
From the beginning, we can try to design the test model(s) as simple as possible, to facilitate calibration and promote consistency among different companies.
-  Steps to determine test model(s):
· Setp1: Determine the test condition
Before design a test model, we need to determine the test conditions first, e.g., 
		- tests for Rank1 CSI feedback and for Rank2 CSI feedback may be different, and may need different 			test model designs. 
		- different test conditions on Tx antenna settings and CSI feedback overheads may also link to different 		tests and different needs for the test model design. 
· Step2:  Determine the test data
Including,
		Step 2-1: 	consider how to set up the test data, how to determine the test data generation method
		Step 2-2: 	consider how to collect datasets from different companies
		Step 2-3:	consider whether/how to merge datasets from different companies to form a reference model 						data set
· Step3:  Determine the test model structure
Including,
		Step 3-1: 	consider how to set up the model structure (e.g. by the table agreed in RAN4)
		Step 3-2: 	consider how to merge and compromise different inputs on the proposed reference model 						structures from different companies, to form a reference model structure
· Step4:  Determine the test model parameter
		Step 4-1: 	determine the reference model parameters based on the reference dataset and reference model 						structure
		Step 4-2: 	consider how to merge different reference model parameters to obtain the specified reference						model parameters
Based on our understanding, it is not necessary to spend a lot of time on discussing and aligning model hyperparameters and training methods.
· a lot of factors may lead to different parameter values eventually, e.g. hardware related, software related, random seeds and other factors
· difficult to achieve aligned model parameters among different companies, if just by the alignment of model hyperparameters and some training designs
Instead, companies can train a reference model based on the reference dataset and reference model structure, and then provide the reference model parameters while including information about the model hyperparameters and training methods involved in the training process. In the end, we can further evaluate these results and discuss how to merge different reference model parameters to obtain the specified reference model parameters.
Proposal 1: Principles to define test decoder(s)
· to meet the minimum performance requirement in RAN4 tests
· to be a simple design
Proposal 2: Steps to determine test model(s):
· Setp1: Determine the test condition
· Step2: Determine the test data, including
		Step 2-1: 	consider how to set up the test data, how to determine the test data generation method 
		Step 2-2: 	consider how to collect datasets from different companies
		Step 2-3:	consider whether/how to merge datasets from different companies to form a reference 						model data set
· Step3: Determine the test model structure
		Step 3-1: 	consider how to set up the model structure
		Step 3-3: 	consider how to merge and compromise different inputs on the proposed reference model 						structures from different companies, to form a reference model structure
· Step4: Determine the test model parameter
		Step 4-1: 	determine the reference model parameters based on the reference dataset and reference 						model structure
		Step 4-2: 	consider how to merge different reference model parameters to obtain the specified 						reference 	model parameters

2.2  Performance requirement
For both CSI compression and CSI prediction, model/functionality input and output related tests should be supported.
· Regarding the input related test, performance requirement on CSI model/functionality input (e.g. CSI-RS measurement accuracy) are needed.
· Regarding the output related test, as agreed in the last meeting, throughput should be utilized to evaluate the model inference performance. Existed RAN4 test examples for “reporting of PMI” can serve as a reference, e.g. as captured in 38.101-4, “The minimum performance requirements of PMI reporting are defined based on the precoding gain, expressed as the relative increase in throughput when the transmitter is configured according to the UE reported PMI compared to the case when the transmitter is using random precoding, respectively.” Requirement of γ and test settings can be reused or updated(if test conditions updated). 
· In terms of the relationship to legacy requirements, according to the previous conclusion, what we define is the minimum performance requirement, which is not to verify how much performance gain an AI/ML function/model can bring. The assessment of performance gain should be considered when RAN1 introduces and evaluates CSI features, rather than when RAN4 defines test cases. Furthermore, under current test conditions, e.g., by TDL channel, even if we define a higher performance testing requirement, it still has little significance for the practical application of AI/ML solutions. Therefore, we can just reuse the legacy PMI requirement (compare to random precoding) as a baseline test, and let other options/proposals with higher performance requirements be further studied.
· Regarding the static/non-static scenarios/conditions and propagation conditions for testing, as the first RAN4 AI/ML test version, we should first consider testing cases in static scenarios and configurations. After having feasible testing cases for static configurations, then we can further consider whether to introduce non-static testing scenarios and configurations. Regarding how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901), data sets based on TR 38.901 can be considered as the starting point. 
· In addition, it should be noted that if the test is limited to the legacy approach (e.g., TDL channel), it is challenging to assert that the performance test outcomes can reflect the dependability and effectiveness of the tested model. This is because for a data-driven AI/ML algorithm, the TDL channel modeling method is too simple to mimic. A CSI compression case is shown in table 1, even if a model achieves good test results on the TDL channel, it is still hard to say that it can work on UMa and CDL channels, let alone in complex field channels. Therefore, we suggest that besides the TDL channel based tests(could be a baseline test), CSI-related tests can be conducted under CDL channel [or other more practical channel conditions] to check a relatively generalized performance. 
Table 1 CSI compression under different channel assumptions
	CSI feedback bits
	Training data set
	Test dataset

	
	
	TDL
	CDL
	UMa

	67 bits
	TDL
	0.942
	0.302
	0.064

	
	CDL
	0.779
	0.986
	0.237

	
	UMa
	0.807
	0.716
	0.785

	120 bits
	TDL
	0.967
	0.384
	0.059

	
	CDL
	0.764
	0.992
	0.238

	
	UMa
	0.811
	0.775
	0.841

	285 bits
	TDL
	0.987
	0.483
	0.071

	
	CDL
	0.770
	0.996
	0.254

	
	UMa
	0.818
	0.790
	0.904



Proposal 3: For both CSI compression and CSI prediction, model/functionality input (CSI-RS measurement accuracy) and output (associated throughput) related tests should be supported.
Proposal 4: Existed RAN4 test examples for “reporting of PMI” can be reused or serve as a reference. Requirement of γ and test settings can be reused or updated.
Proposal 5: Reuse the legacy PMI requirement (compare to random precoding) as a baseline test, and let other options/proposals with higher performance requirements be further studied.
Proposal 6: In R19, static test scenarios and configurations should be considered first. After having feasible testing cases for static configurations, then further consider whether to introduce non-static testing scenarios and configurations.
Proposal 7: Besides the TDL channel based tests(could be a baseline test), CSI-related tests can be conducted under CDL channel [or other more practical channel conditions] to check a relatively generalized performance.

3 Conclusions
In this contribution, we have discussed the testability and interoperability issue on AI/ML based CSI enhancement and got following proposals:
Proposal 1: Principles to define test decoder(s)
· to meet the minimum performance requirement in RAN4 tests
· to be a simple design
Proposal 2: Steps to determine test model(s):
· Setp1: Determine the test condition
· Step2: Determine the test data, including
		Step 2-1: 	consider how to set up the test data, how to determine the test data generation method 
		Step 2-2: 	consider how to collect datasets from different companies
		Step 2-3:	consider whether/how to merge datasets from different companies to form a reference 						model data set
· Step3: Determine the test model structure
		Step 3-1: 	consider how to set up the model structure
		Step 3-3: 	consider how to merge and compromise different inputs on the proposed reference model 						structures from different companies, to form a reference model structure
· Step4: Determine the test model parameter
		Step 4-1: 	determine the reference model parameters based on the reference dataset and reference 						model structure
		Step 4-2: 	consider how to merge different reference model parameters to obtain the specified 						reference 	model parameters
Proposal 3: For both CSI compression and CSI prediction, model/functionality input (CSI-RS measurement accuracy) and output (associated throughput) related tests should be supported.
Proposal 4: Existed RAN4 test examples for “reporting of PMI” can be reused or serve as a reference. Requirement of γ and test settings can be reused or updated.
Proposal 5: Reuse the legacy PMI requirement (compare to random precoding) as a baseline test, and let other options/proposals with higher performance requirements be further studied.
Proposal 6: In R19, static test scenarios and configurations should be considered first. After having feasible testing cases for static configurations, then further consider whether to introduce non-static testing scenarios and configurations.
Proposal 7: Besides the TDL channel based tests(could be a baseline test), CSI-related tests can be conducted under CDL channel [or other more practical channel conditions] to check a relatively generalized performance.
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