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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In [1], a new WID is approved, where RAN4 is required to finalize the testing framework and procedure for one-sided models and further analyze the various testing options for two-sided models. Besides, core requirements for AIML-enabled beam management and positioning accuracy enhancement are expected to be specified in RAN4. 
According to the TR 38.843 [2], potential procedures related to core requirements are identified, where legacy framework based on RRC/MAC-CE/DCI is used as the baseline.
The testing options for two-sided models are analyzed in our companion paper [3]. In this contribution, the remaining issues related to general aspects are discussed. 

2. Core requirements  
	TR 38.843 [2]:
The following procedure can be considered for defining core requirements:
· Performance monitoring procedure, including performance evaluation and decision-making procedure for AI/ML functionalities/models
· Functionality/Model management procedure, including functionality/model selection/activation/deactivation, and functionality/model switching/fallback/transfer/delivery/update
· Latency/interruption requirement for above procedures


If new measurements related to performance evaluation are specified in other WGs, then the latency requirements related to the new measurements may be needed. How to specify the latency should be discussed case by case.
Proposal 1: If new measurements related to performance evaluation is specified, study the feasibility, testability and necessity of defining the relevant latency requirement. 
For decision-making at the UE side, the latency of making decision seems not testable. Since the ground truth of the critical time point that the decision has to be made is unavailable. From robustness and effectiveness perspective, the decision is made based on a statistical result, instead of an instantaneous measurement. Consequently, the latency of the decision reporting from UE to NW is also not testable. 
Observation 1: Latency of decision-making at UE is not testable.
If functionality/model selection is performed by NW, then the latency and interruption may be introduced by UE to decode the signaling and complete activating the functionality/model, which is the same as that of functionality/model activation as indicated by NW (if any).
Observation 2: Functionality/model selection and activation share similar latency/interruption if any.
If functionality/model switching is performed by NW, the latency and interruption may be introduced by UE to decode the signaling, deactivate the current functionality/model, activate the target functionality/model.
For fallback, the latency and interruption that may be introduced is similar to that of functionality/model switching, except that the target functionality is the legacy. 
Observation 3: Functionality/model switching and fallback share similar latency/interruption if any.
The boundary between fallback and functionality/model deactivation is that in the latter, there is no need to perform legacy after the functionality/model is deactivated. Since the report of functionality/model output is configured by NW, the associated resource for reporting will be invalid after the deactivation signaling is sent out. Therefore, there is no need to define related latency/interruption requirement.
Proposal 2: Latency/interruption requirement is not applicable for functionality/model deactivation. 
3. Relation to legacy requirements
In #106bis-e, RAN4 agreed to take the legacy performance as baseline for exiting use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML. This means that even though some features may be specified to be enhanced by AI/ML in R19, RAN4 existing performance requirement for this legacy feature should also be fulfilled, either by activating enhanced mode by using AI/ML or by using legacy non-AI. 
However, it does not mean that we should take legacy performance requirement as baseline requirement when defining requirements for AI/ML-specific (enhanced) feature.  How to define AI/ML-specific baseline performance requirement should be studied per use case. It is unreasonable to set a testing goal to force all uses cases taking legacy performance requirement for existing feature as performance requirement for AI/ML-enabled feature. Since in some cases, legacy test metrics are not valid anymore. To give an example, if the operations at the opposite side have an impact on the testing results when considering AI/ML-specific tests, taking legacy eventual (end-to-end) performance requirements as baseline is unreasonable. Since the eventual KPI can be influenced by many factors, for example, the proper conduction of the paired model located at the opposite side for two-sided model, and the reasonability of model management/monitoring by the opposite side, etc. In this case, even though there exist legacy requirements for legacy feature in RAN4, the legacy test metrics are not applicable. 
To give another example, in traditional CSI reporting test, where throughput is legacy test metric and used for requirements definition, the test method ‘follow PMI’ is employed to totally avoid the effect of gNB operations (e.g., precoding method at gNB) and relative throughput is the test metric. However, the ‘follow PMI’ method is no longer workable when considering AI/ML CSI feedback, since the effect imposed by the test decoder is not eliminated at least based on RAN4 current studying.  
Observation 4: Legacy requirements for existing use in RAN4 may not be applicable when defining AI/ML performance requirements, if the effect of operations from the opposite side is not eliminated or not well controlled.
4. Generalization aspects
	TR 38.843 [2]:
The goals of generalization test are to verify whether the minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations. The following aspects should be considered for generalization/scalability related testing:
· details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
· what the minimum level performance for each identified scenario and/or configuration is
· what the significant degradation for other scenarios and/or configurations is
It should also be considered that generalization and/or scalability related requirements for different scenarios/ configurations can be implicitly handled in the test case definition.



· Discussion on ‘details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality’
How to define the identified scenarios and/or configurations is depending on how to specify an AI/ML functionality/model by other WGs. We notice that there are two kinds of LCM procedures that have been studied according to the newly updated TR 38.843 in [2], one is the model-ID based LCM and another is the functionality-based LCM. However, there is no consensus on whether to support Model ID from other WGs. Even if model-ID may be specified in future release, there is no clue for RAN4 to imagine how the model ID will look like. Therefore, it is suggested to take functionality-based LCM as the starting point for RAN4 discussion. 
Proposal 3: Take functionality-based LCM as the starting point for RAN4 discussion.
For functionality-based LCM, according to TR 38.843 in [2], functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Therefore, the identified scenarios and/or configurations can be initially interpreted as the scenarios and/or configurations that UE report by capability signaling. However, there is no official definition on scenarios, except one sentence in [2] as follows:
Scenario/configuration specific (incl. site-specific configuration/channel conditions) Models
Observation 5: Identified scenarios and/or configurations can be initially interpreted as the scenarios and/or configurations that UE reports by capability signaling.
Unfortunately, whether and how to define UE supported site-specific configuration/channel conditions in UE capability is not mentioned in TR. Even though in future release, UE supported site-specific configuration/channel condition reporting via UE capability signaling may be specified, it is totally new for RAN4 to handle a case where a large range of various UE capabilities are involved when considering to define requirements. Since the granularity of the scenario and configuration is quiet not clear. For example, UE-1 may report that it supports scenario-1 along with configuration-1, whilst UE-2 may report that it supports scenario-2 along with configuration-2, where scenario-1 and scenario-2 are totally different, and configuration-1 and configuration-2 are totally different as well. Therefore, we suggest to discuss how to specify the identified scenarios and/or configurations per use case, if other WGs can specify the granularity and the capability signaling. 
Observation 6: A large range of various UE capabilities may be involved, which is problematic for RAN4 to identify a typical configuration/scenario for specifying the test cases.
Proposal 4: RAN4 will discuss how to specify the identified scenarios and/or configurations per use case in future release, if other WGs can specify the granularity and the capability signaling.
Proposal 5: According to TR 38.843, the identified scenarios and/or configurations can initially be interpreted as the scenarios and/or configurations that UE report by capability signaling. 
· Discussion on ‘what the minimum level performance for each identified scenario and/or configuration is’
As discussed above, for an existing feature where RAN4 has requirements defined under some configurations, then even the feature can be enhanced by using AI/ML for a specific DUT, this DUT should also meet legacy minimum performance requirement subject to the existing feature. However, for AI/ML-specific performance requirement, it is not reasonable to take the requirements for legacy feature as the minimum performance requirement for the AI/ML-specific enhanced feature. Since in some cases, the legacy test metric may not be applicable when defining AI/ML-specific test cases.  For example, without having addressed how to eliminate the effects from TE operations (e.g., operations on test decoder) in AI/ML CSI compression, existing ‘relative throughput’ using follow PMI method is not valid and even not testable. To summarize, if legacy test metrics are not valid/testable when defining AI/ML-specific requirements, legacy performance requirements for non-AI cannot be reused. In this regard, it is suggested to study the minimum level performance per use case.
Observation 7: If legacy test metrics are not valid/testable when defining AI/ML-specific requirements, legacy performance requirements for non-AI cannot be reused.
Proposal 6: RAN4	 will study the minimum level performance, per use case, for identified scenarios and/or configurations (if specified). 
· Discussion on ‘what the significant degradation for other scenarios and/or configurations is’
According to above discussion, the other scenarios and/or configurations are interpreted as the scenarios and/or configurations that are not reported by UE capability for an AI/ML-specific (enhanced) feature. This also means that there is no need to introduce AI/ML-related requirements in the other scenarios and/or configurations. However, for a DUT which supports an AI/ML-specific enhanced feature on top of an existing feature, the performance of existing feature under other scenarios and/or configurations can be ensured by RAN4 legacy test. 
Proposal 7: Other scenarios and/or configurations are interpreted as the scenarios and/or configurations that are not reported by UE capability for an AI/ML-specific (enhanced) feature.
Observation 8: There is no need to introduce AI/ML-related requirements in the other scenarios and/or configurations.
Proposal 8: Performance for other scenarios and/or configurations can be ensured by RAN4 legacy test. 
	TR 38.843 [2]:
Signalling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify its generalizability. (environment differs in each test but not changing dynamically during the test)
· Specified UE configuration includes functionality and/or model ID if defined 


For verifying generalization, it is widely known that legacy RAN4 test has already supported generalization verification. For example, in PMI reporting, several performance requirements are defined under different configurations. Since the legacy is fancy enough, it is straightforward to reuse it. Not to mention there is no benefit identified by introducing channel condition changes during test.
Observation 9: There is no benefit identified by introducing channel condition changes during test.
Proposal 9: Non-static scenarios/conditions and propagation conditions are precluded for defining RAN4 test. 
5. Post deployment handling
	WF on AIML in RAN4#110 [4]:
· To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring 
· Depend on the other WG progress
· Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
· Other options are not precluded


If the model is trained and transferred by the other side in the open format, then whether the DUT can conduct the model properly may need verification. However, if the model parameters are produced in real network after the device deployment, the verification of the new model parameters are out of RAN4 legacy scope. It is also noticed that the number of AIML models can be too large to be considered in RAN4 considering the test cost. 
If the model is trained by DUT, then testing for AI functionality is similar to the testing for RAN4 legacy. RAN4 can define several typical scenarios for testing an AI functionality. After the UE passes RAN4 test, then it means that the performance can be guaranteed after deployment. 
Proposal 10: To ensure the AI performance after device deployment, taking the following option as baseline.
·  Option 1: Conduct the conformance testing for AI model/functionality before deployment
6. Conclusions
According to the discussion, following proposals and observations are provided:
Proposal 1: If new measurements related to performance evaluation is specified, study the feasibility, testability and necessity of defining the relevant latency requirement. 
Observation 1: Latency of decision-making at UE is not testable.
Observation 2: Functionality/model selection and activation share similar latency/interruption if any.
Observation 3: Functionality/model switching and fallback share similar latency/interruption if any.
Proposal 2: Latency/interruption requirement is not applicable for functionality/model deactivation. 
Observation 4: Legacy requirements for existing use in RAN4 may not be applicable when defining AI/ML performance requirements, if the effect of operations from the opposite side is not eliminated or not well controlled.
Proposal 3: Take functionality-based LCM as the starting point for RAN4 discussion.
Observation 5: Identified scenarios and/or configurations can be initially interpreted as the scenarios and/or configurations that UE reports by capability signaling.
Observation 6: A large range of various UE capabilities may be involved, which is problematic for RAN4 to identify a typical configuration/scenario for specifying the test cases.
Proposal 4: RAN4 will discuss how to specify the identified scenarios and/or configurations per use case in future release, if other WGs can specify the granularity and the capability signaling.
Proposal 5: According to TR 38.843, the identified scenarios and/or configurations can initially be interpreted as the scenarios and/or configurations that UE report by capability signaling. 
Observation 7: If legacy test metrics are not valid/testable when defining AI/ML-specific requirements, legacy performance requirements for non-AI cannot be reused.
Proposal 6: RAN4	 will study the minimum level performance, per use case, for identified scenarios and/or configurations (if specified). 
Proposal 7: Other scenarios and/or configurations are interpreted as the scenarios and/or configurations that are not reported by UE capability for an AI/ML-specific (enhanced) feature.
Observation 8: There is no need to introduce AI/ML-related requirements in the other scenarios and/or configurations.
Proposal 8: Performance for other scenarios and/or configurations can be ensured by RAN4 legacy test. 
Observation 9: There is no benefit identified by introducing channel condition changes during test.
Proposal 9: Non-static scenarios/conditions and propagation conditions are precluded for defining RAN4 test. 
Proposal 10: To ensure the AI performance after device deployment, taking the following option as baseline.
·  Option 1: Conduct the conformance testing for AI model/functionality before deployment
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