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1 Introduction
This paper aims at addressing the following CB:

	CB: # 18_6GRANCNeval

- identify initial set of evaluation criteria from above list (additional criteria not precluded at next meeting)

- for identified criteria, provide suitable detailed description

(Samsung)


2 TP proposal

Deployment flexibility and compatibility

Evaluate the capability of supporting diverse deployment environments by leveraging existing 5G RAN-CN interface communication functions.
Performance
Evaluate the achievable performance/efficiency by considering various metrics, e.g., signaling latency, signaling overhead, processing load, etc. 
Future extensibility
Evaluate the ability and efforts to accommodate new features/services in the future. 
Standardization effort?
Evaluate the standardization impact and the efforts spent for the standardization activities. 
Interoperability?
Evaluate the efforts and difficulties for the interoperability and testing under multi-vendor deployments. 
Scalability?
Evaluate the efforts spent for adapting to the variation of network due to, e.g., traffic variation, signaling load increase, etc. 
Security?
Evaluate the support of security mechanism by considering the introduced impact (e.g., processing load) and operational flexibility (e.g., security option selection for different deployments). 
Overhead and system complexity (merged with “Performance”)
Operational consideration
Evaluate the efforts for the operation and maintenance, e.g., OPEX, configuration management, troubleshooting, etc. 
Reliability & Resilience
Evaluate the provision of reliable/stable signaling transmission and service continuity in the presence of abnormal condition, e.g., failure, overload, or network instability, etc. 
3 Discussion 

· Implementation and deployment (Backward Compatibility): describe the efforts spent to deploy and implement the RAN-CN interface; 
	R3-260341(ChinaTelecom)
	Evolving an existing P2P-based interface, such as the NG interface, provides the advantage of building upon a mature and widely deployed 5G foundation, enabling smoother interworking and migration. P2P interfaces have traditionally demonstrated strong backward compatibility through explicit protocol versioning and extensible information elements. Introducing an SBI for RAN-CN interactions may raise additional compatibility considerations, potentially requiring adaptation layers, gateway functions, or dual-mode operation to interwork with legacy deployments.

	R3-260065 (Qualcomm)
	to evaluate whether the candidate 6G RAN-CN interface solutions can support cloud implementations and implementations on dedicated hardware.

	R3-260189(NEC)
	· Implementation complexity in both RAN and CN nodes.

· Capability for seamless interworking with existing 4G and 5G networks.

	R3-260355(Teja)
	migration and deployment impact should be evaluated to ensure that the selected option can be introduced in realistic deployment scenarios with minimal disruption, and that it can support diverse deployment environments while enabling progressive evolution.

	R3-260468(Ericsson)
	Introduce "leveraging existing 5G RAN-CN interface communication functions deployments for 6G" as a major evaluation criterion.

	R3-260487(Nokia)
	Cost efficiency is also listed above as a key justification item for the study. Moreover, last RAN#109 agreed the following requirement in clause 5.2 of TR 38.914 [4]:

-
The design of the 6G RAN shall enable lower CAPEX/OPEX with respect to current networks.

In general, solutions which minimize implementation complexity should be targeted to reduce CAPEX. 

	R3-260495(Jio)
	Introduce “leveraging of existing 5G RAN–CN interface communication functions and deployments for 6G” as a major evaluation criterion.
Introduce “support of different deployment environments, including cloud-based implementations with separation of transport- and application-layer termination” as a major evaluation criterion.

	R3-260551(ZTE)
	First, the impacts on legacy CN directly relates to network CAPEX/OPEX: How well each interface option adapts with the existing network architecture needs to be evaluated (e.g., taking the effort on retrofitting, backward compatibility and migration into account) as operators may want to maximize the use of their existing network investment.

	R3-260636(Rakuten)
	The first category of evaluation criteria relates to architectural and functional alignment with the overall 3GPP system. These criteria assess how well the RAN–CN interface supports modularity, clear functional separation, and long-term evolution.
Another architectural criterion is consistency with broader system design principles, including support for disaggregation, virtualization, and cloud-native deployment models. The evaluation should examine whether the interface facilitates or constrains flexible functional placement and scaling of RAN and CN components.

	R3-260588(Samsung)
	describe the efforts spent to deploy and implement the RAN-CN interface


Proposal: 

Deployment flexibility and compatibility

Evaluate the capability of supporting diverse deployment environments by leveraging exiting 5G RAN-CN interface communication functions 
· Performance (Efficiency, detailed examples from DT): describe the achievable performance of RAN-CN interface on various aspects, e.g., signaling load, interaction latency, signaling overhead, etc.; 
	R3-260341(ChinaTelecom)
	RAN-CN interactions often require deterministic and low-latency behavior to support mobility management and time-sensitive radio control functions. P2P interfaces provide predictable signaling paths and can leverage transport-level features such as multi-streaming to mitigate head-of-line blocking. In addition, compact binary encodings and persistent transport associations help minimize signaling overhead. In contrast, SBIs typically rely on service-based communication frameworks and generic transport mechanisms, which may introduce additional protocol headers and processing layers. While the service-based approach enhances extensibility and reuse, the increased signaling size and processing latency could negatively impact efficiency in high-frequency RAN control-plane interactions. Consequently, SBIs appear more suitable for non-real-time management tasks, policy coordination, and modular service interactions where strict latency requirements are not critical, whereas P2P interfaces may be better suited for latency-sensitive RAN-CN communications.

	R3-260440(Deutsche Telekom)
	Latency of control plane procedures: This criterion evaluates the end-to-end latency of Control Plane procedures over the RAN-CN interface.
Latency variance: valuates the variability of signaling latency over the RAN-CN interface under dynamic conditions and over time.

Message size: evaluates the amount of data transmitted per signaling message over the RAN-CN interface

Number of messages per procedure: This criterion evaluates the total number of signaling messages required to complete a single Control Plane procedure.

Signaling load: The criterion evaluates the volume of Control Plane traffic generated over time, including normal operation and exceptional events such as reconfigurations or topology changes. 

CPU load: This criterion evaluates the processing load imposed by RAN-CN CP signaling on both RAN nodes and Core Network Functions.

	R3-260164 (Huawei)
	focus on the reduction of signalling overhead and latency, lowering of RAN processing load and energy consumption.

	R3-260189(NEC)
	Connection establishment latency and overall signaling delay.

	R3-260244(CATT)
	Size limit of message, signaling overhead, delay, efficient

	R3-260355(Teja)
	Meaningful comparison of RAN-CN control plane interface options requires transaction‑level performance criteria that capture both completion time and efficiency, since latency, signalling overhead, and processing cost can materially influence control plane responsiveness and resource consumption in large‑scale deployments.

	R3-260407(Vodafone)
	Therefore, any proposed architecture and protocol option must deliver performance that is at least equal to that of the existing NG interface when carrying NG-C procedures.
· Connection establishment, maintenance and release (base station -CN UE non-associated signaling)

· Per UE, base station - CN UE association establishment, maintenance and release

· Idle-to-Connected transition Time

· Paging
· Mobility 
· Protocol overhead

	R3-260468(Ericsson)
	Introduce "overall signalling and processing cost and performance" as a major evaluation criteria.

	R3-260487(Nokia)
	add Performance evaluation criteria which encompasses performance metrics, such as latency, signaling overhead and processing time, especially for service requests.

	R3-260495(Jio)
	Introduce “overall signaling and processing cost and performance” as a major evaluation criterion for the comparison of P2P and SBI options.

	R3-260611(NTT DoCoMo)
	Performance: procedure complexity should be reasonable to avoid slower C-plane signaling and degraded user experience.
Transport impact: load balancing and capacity impact on transport network should be evaluated for increased endpoints/flows.

Message encoding: ASN.1 should be baseline; any move to text encoding should justify added message size and transport network burden.

	R3-260636(Rakuten)
	The evaluation framework should treat protocol stack choices as part of the solution space rather than as defining characteristics of either option. The criteria in this category focus on transport and protocol behavior that directly affects RAN–CN interaction.

Key aspects include connection establishment and teardown behavior, signaling efficiency, and handling of concurrent transactions. The evaluation should consider how different protocol stacks impact latency, robustness to packet loss, and sensitivity to network impairments.

The criteria should also address protocol overhead, state maintenance requirements, and support for multiplexing or parallel exchanges. These aspects are particularly relevant when considering SCTP versus QUIC, or TCP with HTTP/2 versus QUIC with HTTP/3.

In addition, the criteria should account for how transport behavior interacts with network-level mechanisms such as congestion control, traffic prioritization, and quality of service enforcement.
Latency-related criteria include end-to-end signaling latency, sensitivity to retransmissions, and the impact of protocol processing on time-critical procedures. Throughput-related criteria address the capacity to handle high signaling volumes and large numbers of simultaneous interactions.

	R3-260588(Samsung)
	describe the achievable performance of RAN-CN interface on various aspects, e.g., signaling load, interaction latency, signaling overhead, etc.;


Proposal: 

Performance
Evaluate the achievable performance/efficiency by considering various metrics, e.g., signaling latency, signaling overhead, processing load, etc. 
· Feature extensibility (Flexibility & Extensibility): describe the difficulties to extend the RAN-CN functionalities to accommodate new features in the future;  
	R3-260341(ChinaTelecom)
	P2P interfaces are generally tightly coupled to predefined procedures and protocol state machines. Introducing new services or functionalities often requires the design and standardization of additional protocol extensions or new interfaces, which may increase interface diversity and integration complexity over time. In contrast, SBIs allow network functions to evolve independently through versioned APIs and extensible data models. New capabilities can be introduced without redefining interface state machines and can be exposed as independent, discoverable services.

	R3-260440(Deutsche Telekom)
	This criterion evaluates how well the RAN–CN control plane interface supports dynamic adaptation and long-term evolution.

	R3-260189(NEC)
	· Ease of introducing new services, functions, or protocol enhancements in the future.

· Flexibility to adapt to unforeseen requirements.

	R3-260244(CATT)
	Flexibility requirement might impact the elastic expansion and flexible deployment of 6G network functions. Different RAN-CN interface options may have different results on flexibility, i.e. for the solution based in SBI, its modular design and standardized APIs make it ideal for accommodating new services easily and efficiently. The RAN node can consider deploying several NFs, for example, one NF can be a Service Producer instance(s) providing sensing service, another NF can be a Service Producer instance(s) providing AI service, etc. But for the solution P2P-based, being rigid and tightly coupled, struggle to support such flexibility.

	R3-260407(Vodafone)
	Evaluate whether options are actively evolving and supports future enhancements, but also how much is it of an importance to guarantee stability

	R3-260551(ZTE)
	Integration & Evolution directly relates to flexibility: Assessing how each option to support new 6G technologies (e.g., sensing, AI) in a future-proof way, enabling operators to deploy new services with flexible and rapid deployment.

	R3-260636(Rakuten)
	The evaluation should consider the degree to which the interface enables independent evolution of RAN and CN functions without introducing tight coupling or implicit dependencies. This includes the ability to introduce new functionality, extend existing procedures or services, and deprecate legacy features with minimal impact on peer entities. 

	R3-260244(CATT)
	Different RAN-CN interface options may bring different compatibility issue, i.e. The SCTP-based protocol stack is a kernel-layer protocol whose version updates rely on operating system upgrades. Consequently, this protocol features high difficulty in evolution and update as well as poor forward compatibility. In contrast, the QUIC-based protocol stack enables rapid version updates and technological evolution without waiting for operating system upgrades, and it offers excellent forward compatibility.

	R3-260588(Samsung)
	describe the difficulties to extend the RAN-CN functionalities to accommodate new features in the future;


Proposal: 

Future extensibility
Evaluate the ability and efforts to accommodate new features/services in the future. 
· Standardization effort?: describe the standard efforts for RAN-CN interface design; 
	R3-260189(NEC)
	Estimated standardization, effort and complexity.

	R3-260244(CATT)
	One factor of standardization is the level of effort required for standardization and implement. For example, for the solution P2P-based, by reusing the P2P framework and minimizing the impact on the application protocol when evolving towards 6GAP, it can minimizes the effort spent by 3GPP to standardize the 6GAP layer. Whereas for the solution based in SBI, it requires the design of unified service objects, API and interaction specifications, in terms of implementation, it is necessary to deploy components such as NRF and API gateways, so its standardization and implement effort is higher than that of legacy solutions.



	R3-260407(Vodafone)
	NG-AP over SCTP is defined in 3GPP TS 38.412. It would be important to highlight in this section what changes would need to be captured in similar specifications. Any other changes (e.g. to NG-AP) could also be captured here. If there is an information which is handled today internally but would now need to be exchanged over the interfaces or exchanged more often as today, this could also be captured here.

	R3-260487(Nokia)
	Especially, the standardization effort should be measured considering the impact that each solution brings to major features like handover, RAN sharing, etc.... For example, RAN3 already agreed the support of RAN sharing at last RAN3 meeting in TR 38.760-3: “the 6G RAN-CN interface supports RAN sharing between multiple operators”

	R3-260588(Samsung)
	describe the standard efforts for RAN-CN interface design;

	
	


Proposal: 

Standardization effort
Evaluate the standardization impact and the efforts spent for the standardization activities. 
· Interoperability (testing)?: describe the efforts spent for RAN-CN interface design and test within multi-vendor deployment; 
	R3-260189(NEC)
	Verification, testing, and certification, effort and complexity

	R3-260244(CATT)
	One goal of standardization is to improve device interoperability in a multi-vendor environment. For different RAN-CN interface options, various interoperability issues may be encountered during actual deployment. For example, for the solution P2P-based, the testing efforts and the probability of interoperability failures will be relatively low due to the limited scope of operation of a single interface connection. Conversely, for the solution based in SBI, as the number of devices with direct signalling connection increases, the corresponding testing efforts and the probability of interoperability failures will also rise. 

	R3-260355(Teja)
	Therefore, the criteria set should explicitly include interoperability and testing burden, including the risk of excessive optionality and profile proliferation, and the ease of conformance verification.

	R3-260407(Vodafone)
	Testability and inter vendor interoperability are an essential criterion for the NG-C interface Today, the interface enables the integration of radio nodes from different vendors with minimal effort from an NG interface perspective, and interoperability testing is well established and efficient. Any new option must therefore be assessed with respect to its testability and its impact on inter vendor interoperability.

	R3-260487(Nokia)
	At the same time, standardization alone is not enough for successful inter-operation between different vendors. Testing must be done between any two vendors and this is an additional burden and cost which operators have always tried to minimize to reduce OPEX.  

Especially, the number of interface types to test or number of architectural options that may be deployed should be taken into account. 

	R3-260611(NTT DoCoMo)
	Interoperability risk: the complexity of the procedure and the connectivity between the RAN nodes and more NFs should be considered for a realistic IOTD effort.

	R3-260636(Rakuten)
	Interoperability criteria evaluate how well the interface supports multi-vendor deployments and standardized testing. This includes clarity of specifications, determinism of behavior, and tolerance to implementation variability.

The evaluation should also consider ecosystem maturity, including availability of tools, developer expertise, and alignment with industry practices. These criteria help assess the long-term sustainability of each option within the 3GPP ecosystem.

	R3-260588(Samsung)
	describe the efforts spent for RAN-CN interface design and test within multi-vendor deployment;

	
	


Proposal: 

Interoperability
Evaluate the efforts and difficulties for the interoperability and testing under multi-vendor deployments. 
· Scalability?

	R3-260341(ChinaTelecom)
	SBIs inherently support dynamic service discovery and load balancing, enabling flexible scaling of CN functions and allowing the RAN to interact with multiple service instances without maintaining static peer relationships. By contrast, P2P interfaces typically rely on pre-configured or semi-static associations between network nodes, which may require additional operational effort when scaling deployments or introducing new CN functions.

	R3-260440(Deutsche Telekom)
	This criterion evaluates the ability of the RAN–CN control plane interface to scale as signaling demand increases.

	R3-260244(CATT)
	Different RAN-CN interface options may bring different scalability gain, i.e. for the solution P2P-based, explicit signalling interaction must be initiated when the Transport Network Layer Association (TNLA) needs to be changed, its scalability is very limited. But for the solution based in SBI, it can provide scalability to signaling RAN information by demand, as it does not need to bind to specific IP/port pairs.

	R3-260355(Teja)
	Scalability and deployment fit are key decision dimensions for 6G RAN-CN interfaces; therefore, evaluation criteria should include concurrency and load distribution characteristics, as well as deployment aspects relevant to scale‑out and distributed implementations (including potential multiplexing and head‑of‑line blocking behavior where applicable).

	R3-260487(Nokia)
	Deployment aspects, such as scalability, should also be considered to adapt to the variations of traffic, support of cloud-friendly deployments, etc... Multiple factors influencing scalability hence need to be compared:

· Protocol stack used: The current 5G RAN-CN interface suffers from scalability limitation to the rigid TNLA binding based on static SCTP ports. P2P and SBI candidate protocol stacks should be compared to see if they bring improvements.

· Deployment assumption: the current 5G CN using SBI has only about 100 NFs to interoperate, one can expect thousands of 6G NBs in a 6G network which means new and different challenges. To that respect, RAN3 already took an agreement in TR 38.760-3 that the “6G RAN-CN interface supports all possible RAN deployment scenarios”.

	R3-260636(Rakuten)
	Scalability criteria focus on how interface load grows with the number of connected UEs, network slices, and supported services. The evaluation should consider whether scaling requires proportional increases in interface complexity or state, and whether RAN and CN can scale independently without introducing bottlenecks.


Proposal: 

Scalability
Evaluate the efforts spent for adapting to the variation of network due to, e.g., traffic variation, signaling load increase, etc. 
· Security?

	R3-260440(Deutsche Telekom)
	It is suggested to seek advice from SA3 on the security impact of different RAN-CN interface options.

	R3-260065 (Qualcomm)
	evaluate whether the candidate 6G RAN-CN interface solution allows authentication of the peer entity and verification that the peer entity is authorized to use intended procedures.

	R3-260244(CATT)
	Security requirement directly impact the security protection and risk resistance capabilities of 6G networks. Different RAN-CN interface options may bring different security gain, i.e. The SCTP-based protocol stack, the security requires the network-layer security protocols, e.g., IPSec. But for the QUIC-based protocol stack, it integrates TLS 1.3 and has the advantage of supporting multi-streams without restriction by endpoint IP addresses. 

	R3-260355(Teja)
	Security is an essential cross‑cutting dimension for any RAN‑CN interface option and should be captured as an evaluation criterion aligned with the overall system security framework, while leaving detailed security mechanisms to the relevant security work.

	R3-260407(Vodafone)
	Identify security mechanisms introduced by each option (e.g., TLS for QUIC, DTLS/IPsec for SCTP).
Evaluate the impact on CPU load, memory usage, and energy efficiency.

Consider synergies with existing IPsec usage and/or threats (c.f. Zero trust concepts)

	R3-260487(Nokia)
	The principle of SBI has been defined at last RAN3#130bis:

A RAN-CN SBI (service-based interface) refers to application layer communication between the 6G RAN node and the CN entity for 6G by means of services provided/exposed by either the 6G RAN node or the CN entity for 6G.

· The exposure of a service to any potential consumer entity might increase the potential attack surface. This architecture differs from the current 5G paradigm where only AMF can access gNB functions. Hence the P2P and SBI options are not equal from a security perspective and need to be checked from that angle as well. Help from SA3 would be expected to fulfill this evaluation criteria.

	R3-260551(ZTE)
	Security is an important factor in 6G interface design, and it is necessary to consider how to ensure the security of signaling and data transmission. For example, SCTP-based signalling may rely on external IPsec, QUIC (Quick UDP Internet Connections) integrates security as a fundamental, non-optional component of the protocol.  

	R3-260611(NTT DoCoMo)
	Security risks: flexible connectivity among NW entities may increase security risk; security implications should be assessed upon coordination with SA3.
Operator security flexibility: impact of QUIC mandating TLS 1.3 should be assessed against existing operator options (DTLS/IPsec, SecGW placement).

	R3-260636(Rakuten)
	Security criteria are defined to assess how the interface supports secure communication between RAN and CN, independent of the interaction model. This includes authentication, authorization, confidentiality, and integrity protection.

The evaluation should consider how trust relationships are established and managed, how credentials and keys are handled, and how security mechanisms scale with network size. Exposure to potential attack vectors and the ability to mitigate them should also be part of the assessment.

	R3-260588(Samsung)
	describe the required security mechanism for RAN-CN interface.


Proposal: 

Security
Evaluate the support of security mechanism by considering the introduced impact (e.g., processing load) and operational flexibility (e.g., security option selection for different deployments). 
· Overhead and System Complexity
	R3-260341(ChinaTelecom)
	While SBIs simplify interface specification by reusing common service-oriented technologies, they may introduce additional system-level overhead due to protocol verbosity and supporting components such as service registries, security proxies, and traffic management functions. P2P interfaces encapsulate functionality within well-defined protocol stacks and typically involve fewer intermediary components, which can reduce overhead and simplify latency-sensitive processing paths.

	R3-260164 (Huawei)
	ensure at least same level of logic complexity to communicate with CN, ensure clear RAN CN boundaries, and avoid supporting multiple control plane interface options

	
	


Proposal: 

Overhead and system complexity ( Combined with “Performance”
· Operational Considerations
	R3-260341(ChinaTelecom)
	SBIs align well with cloud-native deployment models, supporting elastic scaling and dynamic service lifecycle management within the CN. However, for edge-deployed RAN nodes and time-critical control-plane interactions, P2P interfaces provide predictable connectivity through pre-established associations and simpler operational management.

	R3-260244(CATT)
	Operation and maintenance is one of the major considerations for operators. Different RAN-CN interface options may have different impacts on operation and maintenance management. E.g., for the solution P2P-based, any interface change may affect multiple network nodes and require more testing and verification. But, for the solution based in SBI, it provides more monitoring metrics that can be obtained through API interfaces, facilitating performance analysis and optimization.

	R3-260355(Teja)
	In addition, operational considerations must be captured because implementation complexity and operational complexity can dominate lifecycle cost. This includes deployment and configuration aspects, troubleshooting, as well as upgrade/version management, since interface evolution is expected over time.

	R3-260551(ZTE)
	Operational Efficiency also reflects CAPEX/OPEX: this includes the factors like fault detection and scalability (e.g., the impacts on other NFs when deploying new services). 

	R3-260636(Rakuten)
	Operational impact is a key dimension of the common evaluation framework. The criteria in this category assess how the interface affects configuration management, monitoring, troubleshooting, and lifecycle management.

The evaluation should consider observability, including availability of metrics, logs, and tracing information, as well as ease of fault isolation in multi-vendor deployments. The complexity of implementation, testing, and certification should also be assessed.

	
	


Proposal: 

Operational consideration
Evaluate the efforts for the operation and maintenance, e.g., OPEX, configuration management, troubleshooting, etc. 
· Reliability

	R3-260164(Huawei)
	ensure reliable signalling transmission, guarantee/predetermined transmission latency, maintain stability under high load conditions

	R3-260189(NEC)
	Signaling transport reliability and stability

	R3-260244(CATT)
	Reliability requirement will influence the service quality of service and transmission efficient. Different protocol stacks have different levels of reliability, e.g., the SCTP or TCP used in the control plane can provides high reliability and performance, whereas the UDP cannot ensure the reliability of the data transmission.

	R3-260355(Teja)
	The criteria set should therefore capture reliability and ordering expectations at the control plane interaction level, including the retry/duplication handling model and the error reporting model, without assuming that a specific transport stack will always provide particular guarantees.

	R3-260551(ZTE)
	Stability&Reliability addresses practical challenges: this encompasses technical maturity (e.g., standardized protocols, Commercial Deployment Verification) and hardware/software compatibility (e.g., whether existing RAN/CN nodes can run the interface without hardware upgrades).

	R3-260636(Rakuten)
	Reliability and resilience criteria evaluate how the interface behaves in the presence of failures, overload, or network instability. This includes the ability to detect failures, recover from disruptions, and maintain service continuity.

The evaluation should consider support for redundancy, failover, and graceful degradation, as well as the impact of failures on ongoing sessions and procedures. The criteria should be applicable to both connection-oriented and service-based interaction models. Availability-related aspects include support for maintenance activities, such as software upgrades and configuration changes, without causing unacceptable service interruption. These criteria are particularly relevant when assessing long-term operational viability.

	
	


· Resilience

	R3-260440(Deutsche Telekom)
	This criterion evaluates the robustness of the RAN–CN Control Plane interface when Control Plane endpoints are dynamically added, removed, relocated, or restarted. It assesses the impact of such topology changes on both ongoing and newly initiated signaling procedures, as well as the ability of the interface to restore stable operation with minimal disruption.

	R3-260164(Huawei)
	ensure accessibility and service continuity under RAN disruption conditions, support disruption conditions detection and enable efficient trouble shooting

	R3-260355(Teja)
	In addition, resilience and robustness should be captured to reflect behavior under transport interruption, recovery, and endpoint/address change, since these aspects influence real‑world operability, particularly in distributed deployments and during partial failures

	R3-260636(Rakuten)
	Reliability and resilience criteria evaluate how the interface behaves in the presence of failures, overload, or network instability. This includes the ability to detect failures, recover from disruptions, and maintain service continuity.

The evaluation should consider support for redundancy, failover, and graceful degradation, as well as the impact of failures on ongoing sessions and procedures. The criteria should be applicable to both connection-oriented and service-based interaction models. Availability-related aspects include support for maintenance activities, such as software upgrades and configuration changes, without causing unacceptable service interruption. These criteria are particularly relevant when assessing long-term operational viability.


Proposal: 

Reliability & Resilience
Evaluate the provision of reliable/stable signaling transmission and service continuity in the presence of abnormal condition, e.g., failure, overload, or network instability, etc. 
TP for TR38.760-3 

6.2.2
Evaluation of RAN-CN interface options

Editor’s note: This chapter includes evaluation and comparison of RAN-CN interface options described in clause 5.2.1

4. Conclusion
Based on the above discussion, we have the following proposals:
TBD
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