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1	Introduction
Last RAN Plenary agreed Rel-19 NR NTN WID to support regenerative payload with following objective:
Support of regenerative payload [RAN3, RAN2, RAN4]
-	Specify the support of gNB on board in TS 38.300
-	Specify, if needed, any necessary enhancements related to the intra and inter-gNB mobility, especially for Xn interface over feeder link or over ISL. [RAN3]
Note: if any additional necessary stage-3 specifications impact for e.g. NGAP is identified, RAN3 will handle it.
This contribution analyses the issues and the impact to RAN3.
2	Management of NG interface
A NTN system based on NGSO may have thousands of satellites or tens of thousands of satellites. For example, Starlink has launched ~5400 satellites, and plan to expand the number of satellites to 12000. Due to earth rotation, every satellite in a NGSO system can visit a specific geographical area but at different time. Similar to terrestrial network, an AMF in NTN serving UEs in specific areas. For example, an AMF deployed in USA may only serve the UEs that are located in the USA. For every satellite to serve USA, it needs to have setup NG with the AMF in the USA. Currently, there is no method to remove an established NG interface. This means an AMF need to maintain a very large number of NG interfaces (including IPSec, TNL connection), e.g. NG interface with every satellite in NGSO system. 
On the other hand, at any specific timing duration (e.g. 1-hour), only a limited number of satellites pass USA and need to setup NG (or have “active” NG) with the AMF in USA. 
It is very inefficient for AMF to manage a very large number of NG interfaces, while only a very small number of NG interfaces are “active” at any timing duration. 
Observation 1-1: considering the potential very large number of satellites in NGSO, it is inefficient for an AMF to manage the NG with all satellites in a NGSO system.
It is similar situation to the gNB. There can be many (tens of AMFs or hundreds of AMFs) around the world, a NGSO satellite need to setup NG with AMFs around the world. At any specific timing duration (e.g. 1-hour), the gNB only need to have one or a few “active” NG interfaces with the AMFs in that specific geographical area. It is also not efficient for a NGSO satellite to maintain NG with an AMF when it does not serve the AMF’s serving area for a long duration (e.g. 12-hour).
Observation 1-2: considering the large number of AMFs around the world, it is inefficient for a gNB to manage the NG with all AMFs around the world.
To reduce the complexity in both gNB and AMF, there is no need to keep the NG when the NG is “not active” for a long period of time. Up to the implementation/configuration, the gNB may decide to remove the NG when it moves out of the serving area of the AMF. By removing the NG, both gNB and AMF does not need to maintain the NGAP application level data, and no need to maintain the NG TNL connection (i.e. IPSec tunnel, SCTP association)
Observation 1-3: It can reduce the complexity to both gNB and AMF if NG interface can be removed.
One may argue that the NG connection with the old AMF may be suspended when the satellite/gNB leaves, and be resumed when the satellite/gNB re-visit the area. However, there is no benefit for the NG suspend/resume. First, the argument for introducing the NG suspend/resume is to keep the NG application level configuration data when the gNB left. But it does not save the NG signaling (i.e. initiate a NG Setup procedure vs. initiate a NG Resume procedure). Second, the saved configuration data may be useless, especially in NSGO. This is due to two reasons: 1) The application level data (e.g. TACs) saved during suspend procedure is useless when the gNB resumes NG. For example, the last geo-area that satellites serves before it leaves USA is New York, but the first geo-area that the satellite serves for its next visit may be start from San Francisco. So the saved TACs in AMF during suspend is useless when the satellite start to serve USA from San Franciso in its next pass.  2) Due to the earth rotation, the geo-area that a NGSO satellite visit in each pass is different. This also causes the saved application level data useless.
Observation 1-4: there is no benefit to introduce NG suspend/resume procedure. 
Based on above analysis, we propose to introduce a NG Removal procedure to reduce the complexity in both gNB and AMF. 
Proposal 1: introduce a NG Removal procedure.
A draft NGAP CR can be found in ([3])
3	Feeder Link Switch Over
In Regenerative architecture, the TNL address of a satellite/gNB is anchored in the NTN GW, which ensures the DL NG-C/U IP packet with destination set to the gNB’s TNL address is routed to the correct NTN GW. The FLSO causes the changes of the gNB’s TNL address, i.e. from the old TNL address anchored in old NTN GW to the new TNL address anchored in the new NTN GW. The FLSO may also cause the change of the UE’s AMF. There are two scenarios:
· Scenario 1: FLSO without relocation of 5GC 
After the FLSO, the gNB need to setup TNL association by using the TNL address. The NG between the gNB and the AMF is maintained. 
· In case Soft FLSO is performed, the gNB can connect with the new NTN GW, while the connection with the old NTN GW is maintained during the transition period. After the gNB receives the new TNL address anchored in the new NTN GW, the gNB can reuse the existing multiple TLNA mechanism, i.e. the mechanism defined in TS 38.412 (copied as below)

** TS 38.412 **
When the configuration with multiple SCTP endpoints per NG-RAN node is supported and the NG-RAN node wants to add additional SCTP endpoints, the RAN configuration update procedure shall be the first NGAP procedure triggered on an additional TNLA of an already setup NG-C interface instance after the TNL association has become operational, and the AMF shall associate the TNLA to the NG-C interface instance using the included Global RAN node ID.
** TS 38.412 **

An example call flow is shown below:


[bookmark: _CRFigureD_31]Figure 1: Soft FLSO without changing 5GC
Step 2: The gNB setup the new TNL by using the new TNL address.
Step 3 and 4: The gNB send a RAN CONFIGURATION UPDATE message over the new TNL. The AMF can know the new TNL association is available in the gNB. 
Step 5: The gNB needs to inform the UPF for the change of TNL address in the DL F-TEID for all connected UEs. This can be performed by the gNB initiating the PDU Session Resource Modify Indication procedure for each UE. During the soft switch period, it is possible that the DL NG-U packets for some UEs are still sent to old NTN GW while the DL NG-U packets for other UEs are sent to new NTN GW. 
Step 7 and 8: After the TNL address of the DL F-TEID is updated, the gNB can initiate a RAN Configuration Update procedure to remove the old TNL address.
Proposal 2-1: the soft FLSO can be supported by reusing existing multiple SCTP assocaition, i.e. gNB setup new SCTP association with AMF by using the new TNL address anchored in new NTN Gateway, in addition to the existing SCTP association established with AMF by using the old TNL address anchored in old NTN Gateway. 

· In case Hard FLSO is performed, the gNB only connect with the new NTN GW after the FLSO. Since 5GC does not know the hard FLSO, the 5GC may continue sending the DL NG-C/U packet to the old NTN GW. The old NTN GW has no way to deliver it to the gNB or forward it to the new NTN GW. This causes packet loss. It may be better to inform the 5GC before the hard FLSO, so the 5GC can suspend the DL NG-C/U. To reduce the interruption, it is also necessary to reduce the time for the path switch procedure (i.e. from the old transport path via old NTN GW to the new transport path via the new NTN GW). It may be many UEs connected with the gNB before the FLSO, performing the per-UE PDU Session Resource Modification Indication procedure may cause signaling storm and be inefficient. 

It is worthy to note that there is similar issue discussed and concluded for mobile IAB in Rel-18. After the mobile IAB performed partial migration and received a new TNL address, the mobile IAB need to inform the gNB-CU-UP to use the new TNL address for DL F1-U. RAN3 agreed a new non-UE associated F1AP IAB UP Configuration Update procedure to update the DL TNL address for F1-U tunnels of all connected UEs. It is beneficial to introduce a similar mechanism in NG, e.g. introduce a non-UE associated NGAP procedure to update the DL TNL address for NG-U tunnels of all connected UEs.  This procedure can also be used in Soft FLSO. 

Proposal 2-2: introduce a new non-UE associated NGAP procedure to update the DL TNL address for NG-U tunnels of all connected UEs. 

An example call flow is shown as below. 


Figure 2: Hard FLSO without changing 5GC
Step 1: before the hard FLSO, the gNB informs the 5GC about the hard FLSO, so the 5GC can suspend DL NG-C/U transmission. It is possible to enhance the RAN Configuration Update procedure.
Step 2: The gNB disconnect from old NTN Gateway, and connect with new NTN Gateway. The gNB receives a new TNL address anchored in the new NTN Gateway.
Step 3: The gNB setup the new TNL by using the new TNL address.
Step 4 and 5: The gNB send a RAN CONFIGURATION UPDATE message over the new TNL. The AMF can know the new TNL association is available in the gNB. 
Step 6: The gNB request the 5GC (e.g. UPF) to use the new TNL address in DL-F-TEID for all connected UEs.  It is possible to reuse the RAN Configuration Update procedure performed in Step 4 for this purpose. 
Step 7 and 8: After the TNL address of the DL F-TEID is updated, the gNB can initiate a RAN Configuration Update procedure to remove the old TNL address.
· Scenario 2: FLSO with relocation of 5GC 
Scenario 2 requires additional procedures to be performed to relocate the UE’s AMF after FLSO, in additional to the procedures performed in Scenario 1. 
· In case Soft FLSO is performed, NG-HO need to be performed in order to change the UE’s AMF. This is similar to Transparent architecture as defined in TS 38.300:
For an RRC_CONNECTED UE, when the gNB is configured to ensure that the UE connects to an AMF that serves the country in which the UE is located, if the gNB detects that the UE is in a different country to that served by the serving AMF, then it should perform an NG handover to change to an appropriate AMF.

In order to perform the NG handover, the satellite need to host two logical gNBs, i.e. source gNB connected with the source AMF via old NTN GW, and target gNB connected with target AMF via new NTN GW. This is also similar to Rel-18 mobile IAB that a mobile IAB hosting two logical IAB-DUs in order to perform IAB-DU migration. By using two logical gNBs in the same satellite, existing NG-Handover procedure can be reused. 



Figure 3: AMF relocation
So in case of soft FLSO with AMF relocation, existing NG-HO procedure can be performed by using two logical gNBs on the same satellite

· In case Hard FLSO is performed, it is still possible to reuse above procedure to perform NG-HO by using two logical gNBs on the same satellite. After the hard FLSO is completed, both source gNB and target gNB uses the new TNL address anchored in the new NTN GW for NG connection. 

In a summary, the relocation of the AMF can be supported by NG-HO with two logical gNBs embarked on the same satellite. 

Proposal 2-3: the relocation of the AMF can be supported by NG-HO with two logical gNBs embarked on the same satellite.
Stage-2 TP for FLSO can be found in Annex A – TP for TS 38.300
Proposal 2-4: Agree the Stage-2 TP.

4	INACTIVE UE
In Regenerative architecture, a UE may transition to RRC INACTIVE via Satellite1/gNB1, then resume in anther Satellite4/gNB4. The Xn may only exist between the neighboring gNBs/Satellites. There may be no Xn between gNB1 and gNB4. This can cause the failure of Retrieve UE context. Since the satellite’s trajectory is predictable. It can be predicted on which satellite will serve the UE’s geographical area in the future. One possible solution is to proactively push the UE context with updated AS security context to the next satellite via Xn interface at the time of satellite switch. 
Proposal 3: RAN3 study how to support RRC INACTIVE UE in Regenerative architecture.

5	Conclusion
In this contribution, we discussed the issues to support regenerative architecture. Our proposals are:
Observation 1-1: considering the potential very large number of satellites in NGSO, it is inefficient for an AMF to manage the NG with all satellites in a NGSO system.
Observation 1-2: considering the large number of AMFs around the world, it is inefficient for a gNB to manage the NG with all AMFs around the world.
Observation 1-3: It can reduce the complexity to both gNB and AMF if NG interface can be removed.
Observation 1-4: there is no benefit to introduce NG suspend/resume procedure. 
Proposal 1: introduce a NG Removal procedure.
A draft NGAP CR can be found in ([3])

Proposal 2-1: the soft FLSO can be supported by reusing existing multiple SCTP assocaition, i.e. gNB setup new SCTP association with AMF by using the new TNL address anchored in new NTN Gateway, in addition to the existing SCTP association established with AMF by using the old TNL address anchored in old NTN Gateway. 
Proposal 2-2: introduce a new non-UE associated NGAP procedure to update the DL TNL address for NG-U tunnels of all connected UEs. 
Proposal 2-3: the relocation of the AMF can be supported by NG-HO with two logical gNBs embarked on the same satellite.
Stage-2 TP for FLSO can be found in Annex A – TP for TS 38.300
Proposal 2-4: Agree the Stage-2 TP.

Proposal 3: RAN3 study how to support RRC INACTIVE UE in Regenerative architecture.
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[bookmark: _Toc163030318]16.14.4	Switchover
[bookmark: _Toc163030319]16.14.4.1	Definitions
A feeder link switchover is the procedure where the feeder link is changed from a source NTN Gateway to a target NTN Gateway for a specific NTN payload. In Transparent NTN payload, the feeder link switchover is a Transport Network Layer procedure. In Regenerative NTN payload, the feeder link switchover causes the change of the TNL address of the gNB, i.e. from the old TNL address anchored in the old NTN Gateway to the new TNL address anchored in the new NTN Gateway.
Service link switch refers to a change of the serving NTN payload.
Both hard and soft feeder link switchover are supported in NTN.
[bookmark: _Toc163030320]16.14.4.2	Assumptions
A feeder link switch over may result in transferring the established connection for the affected UEs between two gNBs.
For soft feeder link switch over, an NTN payload is able to connect to more than one NTN Gateway during a given period, i.e. a temporary overlap can be ensured during the transition between the feeder links.
For hard feeder link switch over, an NTN payload connects to only one NTN Gateway at any given time, i.e. a radio link interruption may occur during the transition between the feeder links.
[bookmark: _Toc163030321]16.14.4.3	Procedures
In Transparent NTN payload, tThe NTN Control function (see Annex B.4) determines the point in time when the feeder link switch over between two gNBs is performed. The transfer of the affected UE(s)' context between the two gNBs at feeder link switch over is performed by means of either NG based or Xn based handover, and it depends on the gNBs' implementation and configuration information provided to the gNBs by the NTN Control function.
In Regenerative NTN payload, the NTN Control function (see Annex B.4) determines the point in time when the feeder link switch over is performed.
-	In case of soft feeder link switch without relocation of the AMF, the gNB can setup the additional new TNL association with the AMF by using the new TNL address. The gNB initiates the NGAP procedure over the new TNL association to inform the 5GC about the update of the gNB’s TNL address. After the 5GC has completed the update, the gNB initiates the RAN node configuration Update procedure to remove the TNL association using the old TNL address and disconnect from the old NTN Gateway. 
-	In case of hard feeder link switch over without relocation of the AMF, the gNB may inform the AMF about the hard FLSO is to be performed. After the gNB receive the new TNL address anchored in the new NTN Gateway, the gNB setup the new TNL association with the AMF by using the new TNL address. The gNB initiates the NGAP procedure over the new TNL association to inform the 5GC about the update of the gNB’s TNL address. After the 5GC has completed the update, the gNB initiates the RAN node configuration Update procedure to remove the TNL association using the old TNL address. 	
-	The feeder link switch over may cause the relocation of the AMF. The Regenerative NTN payload concurrently supports two logical gNBs. The source logical gNB have NG connection with the source AMF. The target gNB have the NG connection with target AMF. The source logical gNB initiates the NG handover to target logical gNB for the connected UE. In case of soft FLSO, the re-location is performed during the transition between the feeder links. The source NG connection uses the TNL address anchored in the old NTN Gateway, and the target NG connection uses the TNL address anchored in the new NTN Gateway. In case of hard FLSO, the re-location is performed after FLSO. Both source NG connection and target NG connection use the TNL address anchored in the new NTN Gateway. 
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