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Introduction
During RAN#103 meeting, the updated SID for  additional topological enhancements has been agreed in [1]. The objectives for Wireless Access Backhaul (WAB) study are copied in the below. In this contribution, we provide our initial considerations on the architecture and protocol stack for supporting WAB and several potential alternatives are presented. 
	The objectives of the Wireless Access Backhaul (WAB) study are as follows:

-
Study the support of WAB including [RAN3, RAN2]:

-
Study the architecture and protocol stack of supporting a gNB with MT function providing PDU session backhaul.

-
Study impact of WAB mobility within an existing RAN (e.g., inter-gNB neighbour relations).

-
Identify necessary inter-gNB- and gNB-to-CN signalling to address the support of WAB.

-
Study signalling enhancements on resource multiplexing for WAB.

NOTE 1: No impact on the UE.

NOTE 2: Coordination with other WGs (e.g. SA2) when needed.

The WAB study does not preclude any backhaul scenario (e.g. NTN or TN).




Discussion
Scenarios for WAB 
Based on the justification of the SID for WAB, it is expected that single-hop backhauling is sufficient for Wireless Access Backhaul (WAB). So it can be assumed that we focus on the single-hop scenario wherein WAB node has no child node and connects directly to the WAB donor, i.e. without connecting to a intermediate WAB/IAB node. 
Proposal 1: It is suggested that RAN3 focus on the single-hop scenario wherein WAB node has no child node and connects directly to the WAB donor. 
Another issue is whether dual connectivity for WAB-MT is to be suppored in R19 WAB. As we know, dual connectivity for IAB-MT is supported in R16/17 IAB. And for R18 IAB, it is supposed that When a RAN node is operating as a mobile IAB node, dual connectivity for this node is not supported. Based on the justification of the SID for WAB, it is assumed that Wireless Access Backhaul (WAB) is aligned with VMR use cases and with the SA2-endorsed SID on architectural enhancements for Rel-19 VMR. So in our understanding, the main use case for R19 WAB is the WAB node mounted on a vehicle, which is the same as R18 mobile IAB. So it is reasonable to assume that dual connectivity is not supported for WAB node, which is the same as in R18 mobile IAB. 
Proposal 2: RAN3 assumes that dual connectivity is not supported for WAB node, considering that the scenario is the same as R18 mobile IAB and dual connectivity is not supported for mobile IAB node. 

Functionalities of WAB node/donor
Regarding the function of WAB node, as stated in the objective of the SID for WAB, the WAB node supports a gNB with MT function. Assume that the traffic is transferred via legacy PDU session using current mechanism, one question is whether UPF function is supported in the WAB node, similar as in the architecture 2a discussed in the R15 IAB SI phase and captued in TR 38.874. In our view, there is no needed to have UPF function in the WAB node considering that only single hop scenario is supported for WAB. 
Proposal 3: The WAB node supports gNB and MT function, without UPF function. 

Regarding the function of WAB donor, it shall have the function of gNB. Considering that the traffic is transferred via legacy PDU session, UE traffic needs to go through MT’s UPF. It needs to be discussed whether MT’s UPF is co-located in the WAB donor or locates in the core network. In our view, there is some benefit of co-locating MT’s UPF in the WAB donor considering that the UP path can be shorten and latency of UP data transfer can be reduced. 

Proposal 4: RAN3 to discusse whether MT’s UPF function is co-located in the WAB donor or locates in the CN. 

On the other hand, in LTE relay [2], the relay node supports eNB function and a subset of the UE functionality, and provides wireless access and backhaul via layer 3 relay. And the LTE relay node (i.e. RN) connects to a donor node (i.e. called DeNB) which has S1 and X2 proxy functionality between the RN and other network nodes (other eNBs, MMEs and S‑GWs). The S1 and X2 proxy functionality includes passing UE-dedicated S1 and X2 signalling messages as well as GTP data packets between the S1 and X2 interfaces associated with the RN and the S1 and X2 interfaces associated with other network nodes. Due to the proxy functionality, the DeNB appears as an MME (for S1-MME), an eNB (for X2) and an S-GW (for S1-U) to the RN. When it comes to R19 WAB, it needs to be discussed whether there is proxy function in the WAB donor, similar as in DeNB in LTE relay. If there is proxy function in the WAB donor, the WAB node only need to maintain a single NG/Xn interface wih its WAB donor, which can support a large number of WAB node in a scalable way. 

Proposal 5: RAN3 to discuss whether a proxy function between WAB-gNB and UE’s 5GC/other NG RAN node is needed.
In addition, since UE traffic is transferred via MT’s PDU session, MT’s PDU session needs to be established based on the QoS requirement of UE traffic. Considering that the MT’s PDU session is managed by MT’s SMF and the PDU session management procedure needs to go through MT’s AMF, there is some benefit that MT’s SMF and/or MT’s AMF is co-located in the WAB donor, e.g., reduce signaling overhead, reduce latency for control plane.
Proposal 6: RAN3 to discuss whether MT’s SMF and/or MT’s AMF is co-located in the WAB donor.
UP architecture and protocol
Alt 1: UP traffic transfer via legacy PDU session
As stated in the SID of WAB, the traffic is transferred via PDU session backhaul. Assume that legacy PDU session is used for the backhaul of UE traffic using current mechanism, the UE traffic needs to go through MT’s UPF. As discussed above, it needs to be discussed whether the MT’s UPF co-locates in the WAB donor or locates in the CN. The protocol stack for NG-U traffic with MT’s UPF colocated in WAB donor is shown in Figure 1. In this option, UE’s NG-U traffic is transferred via the MT’s PDU session with MT’s GTP-U tunnel between WAB-gNB and MT’s UPF co-located in the WAB donor. 
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Figure 1: Protocol stack for NG-U traffic via legacy PDU session with MT’s UPF colocated in WAB donor

The protocol stack for NG-U traffic with MT’s UPF locates in the CN is shown in Figure 2. As shown in Figure 2, UE’s NG-U traffic is transferred via the MT’s PDU session with MT’s GTP-U tunnel between WAB-gNB and MT’s UPF which locates in the CN. 
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Figure 2: Protocol stack for NG-U traffic via legacy PDU session with MT’s UPF in CN
Alt 2: UP traffic transfer via PDU session without GTP-U tunnel
As discussed above, assume that the traffic is transferred via legacy PDU session, UE’s NG-U traffic is transferred via the MT’s PDU session with MT’s GTP-U tunnel between WAB-gNB and MT’s UPF. And MT’s PDU session needs to be established based on the QoS requirement of UE traffic, which involves MT’s SMF, AMF and UPF. Alternatively, another way is that the UE traffic is transferred via backhaul PDU session without GTP-U tunnel. In the case, UE’s NG-U traffic doesn’t need to be encapsulated into MT’s GTP-U tunnel and donesn’t to go through MT’s UPF. In this case, the radio resource overhead and latency of traffic transfer can be reduced. The protocol stack for NG-U traffic via backhaul PDU session without MT’s GTP-U tunnel is shown in Figure 3. 
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Figure 3: Protocol stack for NG-U traffic via backhaul PDU session without MT’s GTP-U tunnel 

Proposal 7: RAN3 to discuss the following two alternatives for UP traffic transfer:

Alt 1: UP traffic transfer via legacy PDU session

Alt 2: UP traffic transfer via backhaul PDU session without GTP-U tunnel. 
CP architecture and protocol
Alt 1: CP traffic transfer via legacy PDU session

For CP traffic, it includes Xn-C traffic between WAB node and WAB-donor/other NG-RAN node, and NG-C traffic between WAB node and UE’s AMF. The CP traffic transfer via legacy PDU session is shown in the below, taking the case of MT’s UPF locates in the CN as example. In this alternative, MT’s PDU session is used to transfer Xn-C/NG-C traffic, which is not aligned with current principle that PDU session is used to transfer UP traffic. It needs to be discussed how to establish and configure MT’s PDU session/Qos flow for CP traffic transfer.

Observation 1: If MT’s PDU session is used to transfer Xn-C/NG-C traffic, it is not aligned with current principle that PDU session is used to transfer UP traffic.
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Figure 4: CP protocol stack with MT’s UPF in CN (NG traffic)
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Figure 5: CP protocol stack with MT’s UPF in CN (Xn traffic)
On the other hand, assume that MT’s UPF locates in core network, and Xn-C traffic is transferred via MT’s PDU session, Xn signaling between WAB node and WAB donor/other gNB needs to go through MT’s UPF which is located in the CN as shown in the below. As we can see, there would be unnecessary signaling overhead and latency if CP traffic is transferred via MT’s PDU session and MT’s UPF locates in core network, especially for Xn traffic. 
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Figure 6: Xn-C traffic transfer between WAB node and donor
Observation 2: If MT’s UPF locates in core network, and Xn-C traffic is transferred via MT’s PDU session, Xn signaling between WAB node and WAB donor/gNB needs to be transferred via MT’s UPF in the CN, which would lead to unnecessary signaling overhead and latency. 

Alt 2: CP traffic transfer via backhaul PDU session/DRB without GTP-U tunnel

As analyzed above, if MT’s PDU session is used to transfer Xn-C/NG-C traffic, it is not aligned with current principle that PDU session is used to transfer UP traffic. And the Xn signaling between WAB node and WAB donor/gNB needs to be transferred via MT’s UPF in the CN, which would lead to unnecessary signaling overhead and latency. Another alternative is that CP traffic is transferred via backhaul PDU session/DRB without GTP-U tunnel, i.e. CP traffic doesn’t go through MT’s UPF. The protocol stack for CP traffic transfer via backhaul PDU session/DRB is illustrated in the below. 
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Figure 7: CP traffic transfer via backhaul PDU session/DRB (NG traffic)
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Figure 8: CP traffic transfer via PDU session/DRB (Xn traffic)
Alt 3: CP traffic transfer via SRB
In this alternative, CP traffic is transferred via SRB instead of PDU session/backhaul PDU session/DRB between WAB node and WAB donor. The protocol for NGAP/XnAP traffic transfer via SRB is shown in the below, taking IP routing at WAB donor as an example. 
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Figure 9: NGAP traffic transfer via SRB + IP routing
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Figure 10: XnAP traffic transfer via SRB + IP routing

Proposal 8: RAN3 to discuss the following two alternatives for CP traffic transfer between WAB-MT and donor:

Alt 1: CP traffic transfer via legacy PDU session

Alt 2: CP traffic transfer via backhaul PDU session/DRB without GTP-U tunnel

Alt 3: CP traffic transfer via SRB
CP traffic transfer between WAB donor and UE’s AMF/gNB

For the CP traffic transfer between WAB donor and UE’s AMF/gNB, the following three options could be considered. 
Option 1: IP routing is performed at WAB donor

In this option, WAB donor needs to have the IP routing function and performs IP routing based on the IP address of the packets. The option IP routing at WAB donor is applicable to alt 2 (i.e. CP traffic transfer via backhaul PDU session/DRB) and alt 3 (i.e. CP traffic transfer via SRB) for CP traffic transfer as discussed in section 2.3.2 and 2.3.3. The protocol of CP traffic transfer based on IP routing at WAB donor is shown in section 2.3.2 and 2.3.3.
Option 2: CP traffic transfer via NG/XnAP message between WAB donor and UE’s AMF/gNB 

In this option, another NGAP/XnAP encapsulation is performed at WAB donor or UE’s AMF/gNB. For uplink, the WAB donor can determine the next hop based on the IP address of the packets. And for downlink, the WAB donor can determine the next hop based on routing information in the NG/XnAP message. The protocol of CP traffic transfer via NG/XnAP message between WAB donor and UE’s AMF/gNB is shown in figure 11 and 12. 
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Figure 11: NGAP traffic transfer via SRB + NGAP
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Figure 12:  XnAP traffic transfer via SRB + XnAP
Option 3: WAB donor has proxy function for NG/XnAP-C traffic
In this option, the WAB donor has proxy function for CP traffic, which is similar as DeNB in LTE relay. As discussed above, if there is proxy function in the WAB donor, the WAB node only need to maintain a single NG/Xn interface wih its WAB donor, which can support a large number of WAB node in a scalable way. But the cost is that the WAB donor is much more complex than in other options since the WAB donor needs to processes and forwards all UE associated NG/XnAP signaling and terminate all non-UE associated NG/XnAP signaling. The protocol of CP traffic transfer via SRB between WAB-MT and WAB donor, and proxy at WAB donor is shown in figure 13 and 14. 
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Figure 13. WAB donor acts as NG-C proxy
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Figure 14. WAB donor acts as Xn-C proxy

Proposal 9: RAN3 to discuss the following three options for CP traffic transfer between WAB donor and AMF/gNB:

Option 1: IP routing is performed at WAB donor

Option 2: CP traffic transfer via NG/XnAP message between WAB donor and UE’s AMF/gNB 

Option 3: WAB donor has proxy function for NG/XnAP-C traffic

Conclusion
In this contribution, we provided our initial considerations on the architecture and protocol stack for supporting WAB and several potential alternatives are presented. And we have the following observations and proposals:

Scenarios for WAB 
Proposal 1: It is suggested that RAN3 focus on the single-hop scenario wherein WAB node has no child node and connects directly to the WAB donor. 
Proposal 2: RAN3 assumes that dual connectivity is not supported for WAB node, considering that the scenario is the same as R18 mobile IAB and dual connectivity is not supported for mobile IAB node. 

Functionalities of WAB node/donor
Proposal 3: The WAB node supports gNB and MT function, without UPF function. 

Proposal 4: RAN3 to discusse whether MT’s UPF function is co-located in the WAB donor or locates in the CN. 

Proposal 5: RAN3 to discuss whether a proxy function between WAB-gNB and UE’s 5GC/other NG RAN node is needed.
Proposal 6: RAN3 to discuss whether MT’s SMF and/or MT’s AMF is co-located in the WAB donor.

UP architecture and protocol
Proposal 7: RAN3 to discuss the following two alternatives for UP traffic transfer:

Alt 1: UP traffic transfer via legacy PDU session

Alt 2: UP traffic transfer via backhaul PDU session without GTP-U tunnel. 
CP architecture and protocol
Observation 1: If MT’s PDU session is used to transfer Xn-C/NG-C traffic, it is not aligned with current principle that PDU session is used to transfer UP traffic.
Observation 2: If MT’s UPF locates in core network, and Xn-C traffic is transferred via MT’s PDU session, Xn signaling between WAB node and WAB donor/gNB needs to be transferred via MT’s UPF in the CN, which would lead to unnecessary signaling overhead and latency. 

Proposal 8: RAN3 to discuss the following two alternatives for CP traffic transfer between WAB-MT and donor:

Alt 1: CP traffic transfer via legacy PDU session

Alt 2: CP traffic transfer via backhaul PDU session/DRB without GTP-U tunnel

Alt 3: CP traffic transfer via SRB
Proposal 9: RAN3 to discuss the following three options for CP traffic transfer between WAB donor and AMF/gNB:

Option 1: IP routing is performed at WAB donor

Option 2: CP traffic transfer via NG/XnAP message between WAB donor and UE’s AMF/gNB 

Option 3: WAB donor has proxy function for NG/XnAP-C traffic
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