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1. Introduction
During RAN#103 meeting, the WID for Rel-19 XR was updated and RAN3 was involved to support NR-DC for XR. In this contribution, we will discuss the potential aspects to see whether specification enhancement is needed.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Discussion
It has been agreed to extend R18 standalone mechanism to support NR-DC for R19 XR. Some specific issues were identified in the WID in RP-240791 [1], as excerpted below.
	· Extend Release 18 standalone mechanism to support NR-NR dual connectivity as follows [RAN3]
· PDU set based handling 
· ECN marking 
· Burst Arrival Time reporting, if needed
· PSI Discard coordination, if needed
· Note: No RAN2 impact from above items


In the following sections, we will analyse the listed issues in detail and give our views.
2.1 PDU set based handling
From the user plane perspective, to support PDU set based handling in case of NR-DC, the SN shall be allowed to obtain the dynamic PDU set information so that it can identify the PDU sets. For SN terminated DRBs, including MCG bearers, SCG bearers and split bearers, the information should be provided by the UPF over NG-U interface, while for MN terminated DRBs including SCG bearers and split bearers, the information should be provided by the MN over Xn-U interface. Both cases have already been supported according to TS 38.415 [2]. As specified in TS 38.415, the defined PDU Set Information user plane protocol can be used over NG-U as well as Xn-U.
	TS 38.415:
The present document also specifies the PDU Set Information user plane protocol being used over the NG-U, Xn-U, F1-U and N9 interfaces. Applicability to other interfaces is not precluded.


Observation 1: UP design already supports PDU set based handling for NR-DC. The SN can obtain the PDU set information from the UPF or the MN.
On the other hand, from the control plane perspective, the SN should obtain the PDU set QoS parameters from the MN to meet the QoS requirement. The procedures of SN addition and SN modification should be involved. Specifically, the MN can include the PDU set QoS parameters in the S-NODE ADDTION REQUEST and the S-NODE MODIFICATION REQUEST messages for the considered QoS flow or DRB.
Fortunately, it is noticed that the current XnAP specification has already support the signalling for transferring PDU set QoS parameters since the PDU set QoS parameters are contained in the QoS Flow Level QoS Parameters IE. According to TS 38.423 [3], for SN addition, the QoS Flow Level QoS Parameters IE is included in the PDU Session Resource Setup Info – SN terminated IE or the PDU Session Resource Setup Info – MN terminated IE in the S-NODE ADDITION message. For SN modification, the QoS Flow Level QoS Parameters IE is included in the PDU Session Resource Setup Info – SN terminated IE or the PDU Session Resource Setup Info – MN terminated IE or the PDU Session Resource Modification Info – SN terminated IE or the PDU Session Resource Modification Info – MN terminated IE in the S-NODE MODIFICATION REQUEST message. 
Observation 1: CP design already supports PDU set based handling for NR-DC. The SN can obtain the PDU set QoS parameters from the MN.
Based on the above observations, it is sufficient to reuse the current CP and UP design to support PDU set based handling for NR-DC. However, to make the specification more complete and readable, it is better to add the corresponding procedure text for PDU set based handling for NR-DC. For example, there should be some description about the PDU set QoS parameters during the procedures of SN addition and SN modification. The corresponding CR is provided in our correlated contribution R3-241721[4].
Proposal 1: Add the procedure description for PDU set QoS parameters in the SN addition and modification procedures.
2.2 ECN marking
To support ECN marking for L4S or congestion information exposure, the gNB-DU shall provide the UL/DL congestion information to the associated gNB-CU-UP. In case of NR-DC, if the node that hosts the PDCP entity and the node that hosts the corresponding RLC/MAC entity are located at different gNBs, the congestion information would be required to be transferred over the Xn-U interface. Specifically, for MN terminated SCG bearers/split bearers and SN terminated MCG bearers/split bearers, Xn-U based congestion information report is needed.
In R18, UP design for ECN marking under the single connectivity case was supported by introducing IEs for UL/DL congestion information in the ASSISTANCE INFORMATION DATA frame which can be transferred over the F1-U interface. The corresponding definition can be found in TS 38.425. 
As specified in TS 38.425, the ASSITANCE INFORMATION DATA frame is also applicable for the Xn-U interface. Thus to extend the ECN marking mechanism to NR-DC, no additional UP design is needed. The information defined in TS 38.425 can be reused.
	TS 38.425:
The present document specifies the NR user plane protocol functions used within NG-RAN and, for EN-DC and LTE UP-CP split within E-UTRAN. NR user plane protocol functions may reside in nodes terminating either the X2-U (for EN-DC) or the Xn-U or the F1-U interface. User plane protocol functions support both E-UTRA PDCP and NR PDCP.


Observation 3: UP design already supports ECN marking for L4S or congestion information report in case of NR-DC. The gNB-DU can provide the congestion information to the corresponding gNB-CU-UP by reusing the R18 design.
To enable the mechanism, there are also some CP impacts. For example, for MN terminated SCG bearers and split bearers, the MN-CU-CP may request the SN-DU to provide the per DRB congestion information to the MN-CU-UP for ECN marking or further congestion information report. Upon receiving the request, the SN-DU shall feedback whether the functionality is active or not to the MN-CU-CP, similar to the single connectivity case. Furthermore, for SN terminated bearers, the MN-CU-CP may request the SN-CU-UP to perform ECN marking or congestion information report to the UPF for the specific QoS flows. Upon receiving the request, the SN-CU-UP shall also feedback the active status. 
XnAP shall be enhanced to support the above requests and feedbacks. In R18, the ECN Marking or Congestion Information Reporting Request IE was introduced in XnAP to support the case of handover. To extend the scenario to NR-DC, the IE can be reused during the procedure of SN addition and SN modification. The detailed specification impacts can be found in [4].
Proposal 2: Reuse the ECN Marking or Congestion Information Reporting Request IE in XnAP for SN addition and modification procedures.
As for the feedback of the status, a new IE similar to the ECN Marking or Congestion Information Reporting Status IE in E1AP and F1AP is needed in XnAP. It can be contained in the response messages for SN addition/modification procedures. The detailed specification enhancements is also provided in [4].
Proposal 3: Introduce the ECN Marking or Congestion Information Reporting Status IE in XnAP for the response messages during SN addition and modification procedures.
2.3 Burst Arrival Time reporting
BAT is reported by the UE to the gNB to help the gNB determine the DRX/CG configurations. In case of NR-DC, the information is reported to the MN while it is also useful to the SN if an SCG is associated. Currently, BAT can be transferred from the MN to the SN via the Inter-node RRC messages. As specified in TS 38.331 [5], the MN can send the CG-ConfigInfo to the SN to assist the SN to set the SCG configuration. The UEAssistanceInformation IE, which includes the reported BAT, can be contained in the CG-ConfigInfo.
	[bookmark: _Toc60777637][bookmark: _Toc156130954]TS 38.331:
–	CG-ConfigInfo
This message is used by master eNB or gNB to request the SgNB or SeNB to perform certain actions e.g. to establish, modify or release an SCG. The message may include additional information e.g. to assist the SgNB or SeNB to set the SCG configuration. It can also be used by a CU to request a DU to perform certain actions, e.g. to establish, or modify an MCG or SCG.
Direction: Master eNB or gNB to secondary gNB or eNB, alternatively CU to DU.
CG-ConfigInfo message
......
CG-ConfigInfo-v1620-IEs ::=             SEQUENCE {
    ueAssistanceInformationSourceSCG-r16    OCTET STRING (CONTAINING UEAssistanceInformation)         OPTIONAL,
    nonCriticalExtension                    CG-ConfigInfo-v1640-IEs                                   OPTIONAL
}


According to the definition in TS 38.331, UE can report BAT in the format of either an absolute GPS time or a relative time related to the UL SFN/slot of the PCell. The structure of BAT defined in the RRC specification is excerpted below.
	    burstArrivalTime-r18                  CHOICE {
        referenceTime                         ReferenceTime-r16,
        referenceSFN-AndSlot                  ReferenceSFN-AndSlot-r18
    }                                                                                    OPTIONAL,
	burstArrivalTime
Indicates the average value of the arrival time of the first packet of the Data Burst for the concerned QoS flow. When indicated together with jitterRange, burstArrivalTime is used as a reference time for the indicated jitter range.
If burstArrivalTime is indicated as referenceTime, the indicated time in 10ns unit from the origin is refDays*86400*1000*100000 + refSeconds*1000*100000 + refMilliSeconds*100000 + refTenNanoSeconds. The refDays field specifies the sequential number of days (with day count starting at 0) from 00:00:00 on Gregorian calendar date 6 January, 1980 (start of GPS time).
If burstArrivalTime is indicated as referenceSFN-AndSlot, it refers to the UL timing of the closest SFN and slot of the PCell with the indicated number.





During the previous discussions, there were some concern that when BAT is reported using referenceSFN-AndSlot, it may indicate the wrong time to the SN since the SFN of the SN may be desynchronized with the MN. To address the issue, one way is to allow the MN to send its own reference time when forwarding the UE reported BAT to the SN so that the SN can take it into consideration to deduce the correct BAT. However, this solution requires RRC specification impacts since the BAT is forwarded via the Inter-node RRC message, which is defined in TS 38.331. While it is noted that RAN2 impact should be avoid for the issue in the R19 WID, the solution should not be considered.
Observation 4: BAT is included in the UEAssistanceInformation, which can be forwarded to the SN via the Inter-node RRC message. Any change to the Inter-node RRC message should not be considered as RAN2 impact is not expected.
In fact, there is a simple and useful solution based on the MN’s implementation. As we know, BAT is designed with an optional format using the reference SFN and slot considering that there may be some scenarios where the UE cannot access the GPS time, e.g., when the UE is indoor. However, such problem does not exist for the gNB. After receiving the reported BAT, the MN can always translate it into the GPS time before forwarding to the SN, to avoid the risk that the SN misunderstands the BAT. This solution does not require any additional enhancement. It is feasible and the implementation is simple. 
Based on the implementation solution, it is proposed
Proposal 4: The BAT report for the SN can be solved by proper implementation at the MN, no enhancement is needed. RAN3 to discuss whether and how to capture the implementation-based solution.
2.4 PSI Discard coordination
PSI based discard was introduced in R18 to allow the early discarding of the low importance PDU sets in presence of congestion.  For UL, the mechanism is controlled by the network. Specifically, the gNB can configure a low importance discard timer to the UE, and when the network suffers congestion, the gNB may send a MAC CE to the UE to activate the low importance discard timer, which controls the discarding of the low importance PDU sets. In case of NR-DC split bearers, both the MCG and the SCG can send the activation/deactivation MAC CE to the UE. According to TS 38.321 [6], no matter where the MAC CE was sent from, the UE will perform the activation/deactivation for PSI based discard as indicated in the MAC CE.
	----------Excerpt from TS 38.321----------
[bookmark: _Toc155999846][bookmark: _Hlk152180650]6.1.3.73	PSI-Based SDU Discard Activation/Deactivation MAC CE
The PSI-Based SDU Discard Activation/Deactivation MAC CE is identified by MAC subheader with an one-octet eLCID as specified in Table 6.2.1-1b.
It has a fixed size and consists of one octet defined as follows (Figure 6.1.3.73-1):
-	Di: This field indicates the activation/deactivation status of the PSI-based SDU discard of DRB i, where i is the ascending order of the DRB ID among the DRBs configured with PSI-based SDU discard. The Di field set to 1 indicates that the PSI-based SDU discard shall be activated for DRB i. The Di field set to 0 indicates that the PSI-based SDU discard shall be deactivated for DRB i.


Figure 6.1.3.73-1: PSI-based SDU Discard Activation/Deactivation MAC CE


Without any coordination with the MN and the SN, it may occur that PSI based discard is indicated to be activated by one of the cell groups, while the other one indicates to deactivate it. For example, if the MCG and the SCG are congested, both of them send the activation MAC CE to the UE, and the UE activate PSI based discard accordingly. Then, if the congestion has been mitigated for the SCG, while the MCG is still congested, the SCG may directly send the deactivation MAC CE without considering the congestion at the MCG, then the MCG still suffers from the congestion and cannot be mitigated through the PSI based discard by UE since such mechanism already been deactivated.
To resolve the issue, some enhancements may be considered. Noticing that no RAN2 impact is expected in the WID, the solutions should avoid any change to the UE behaviour and focus on the network coordination based solutions.
Observation 5: Only the UL split DRB which involves two MAC entities is worth to be considered for the PSI based discard coordination.
Observation 6: Since no RAN2 impact is expected, the UE behaviour should be the same as R18. Only network coordination-based solutions can be considered.
Actually, the same issue also exists for UL PDCP duplication. For example, the MCG may indicate the UE to activate PDCP duplication since the MCG radio quality is poor, while the SCG finds its own radio quality good and indicates deactivation for the considered split DRB. The issue has been widely discussed for PDCP duplication and varieties of network coordination based solutions have been raised. Similar solutions can also be investigated for PSI based discard.
For example, an alternative is that only one of the gNB-DUs, e.g. the DU of PDCP anchor gNB, can send the activation/deactivation MAC CE for the split DRBs. This requires that the responsible gNB-DU should know the congestion status of the other leg so that it can take both two legs into consideration. The solution has much specification impacts. Specifically, the congestion status of the other leg has to be provided to the responsible gNB-DU, which would impact both F1 interface and Xn interface. Assuming the MN-DU as the responsible gNB-DU, the possible impacts to transfer the congestion status are illustrated in Fig.1.
[image: ]
Fig.1 Potential impacts for MN/SN coordinating the link status.
It can be seen that such solution is quite complex and requires for large amount of specification impacts, which is unexpected. Moreover, considering the non-negligible delay over the interfaces, the provided congestion status may be outdated, making the solution ineffective.
There are also some other coordination based solutions. For example, as one alternative, each of the gNB-DUs can send the MAC CE. But the gNB-DU shall indicate the activation/deactivation to the other leg as well when it sends the corresponding MAC CE to the UE. Another alternative is to allow the gNB-DUs to exchange their congestion status to each other so that each of them can take the other leg into consideration for activation/deactivation. However, similar to the above introduced one, all this solutions have huge impacts to the specifications and involves a lot of network elements, resulting in too complex interactions.
These network coordination-based solutions was also considered during the discussion for PDCP duplication. Finally, none of them was adopted due to the high complexity. For PSI based discard, we think the situation is similar. RAN3 should take the discussion for PDCP duplication into consideration when investigating the solutions for PSI based discard coordination. Especially, the implementation complexity of the solutions should be taken into account when evaluating the solutions. The solutions with too much complexity should be avoided.
Observation 7: Varieties of network coordination-based solutions have been considered for PDCP duplication already, but none of them is adopted due to the complexity.
Proposal 5: RAN3 can take the discussion for PDCP duplication into consideration to investigate solutions for PSI based discard coordination. The implementation complexity should be considered when evaluating solutions.
3. Conclusion
In this contribution, we analyzed the potential impacts to support NR-DC for XR. The following observations and proposals were made:
PDU set based handling:
Observation 1: UP design already supports PDU set based handling for NR-DC. The SN can obtain the PDU set information from the UPF or the MN.
Observation 1: CP design already supports PDU set based handling for NR-DC. The SN can obtain the PDU set QoS parameters from the MN.
Proposal 1: Add the procedure description for PDU set QoS parameters in the SN addition and modification procedures.
ECN marking:
Observation 3: UP design already supports ECN marking for L4S or congestion information report in case of NR-DC. The gNB-DU can provide the congestion information to the corresponding gNB-CU-UP by reusing the R18 design.
Proposal 2: Reuse the ECN Marking or Congestion Information Reporting Request IE in XnAP for SN addition and modification procedures.
Proposal 3: Introduce the ECN Marking or Congestion Information Reporting Status IE in XnAP for the response messages during SN addition and modification procedures.
Burst Arrival Time reporting:
Observation 4: BAT is included in the UEAssistanceInformation, which can be forwarded to the SN via the Inter-node RRC message. Any change to the Inter-node RRC message should not be considered as RAN2 impact is not expected.
Proposal 4: The BAT report for the SN can be solved by proper implementation at the MN, no enhancement is needed. RAN3 to discuss whether and how to capture the implementation-based solution.
PSI Discard coordination:
Observation 5: Only the UL split DRB which involves two MAC entities is worth to be considered for the PSI based discard coordination.
Observation 6: Since no RAN2 impact is expected, the UE behaviour should be the same as R18. Only network coordination-based solutions can be considered.
[bookmark: _GoBack]Observation 7: Varieties of network coordination-based solutions have been considered for PDCP duplication already, but none of them is adopted due to the complexity.
Proposal 5: RAN3 can take the discussion for PDCP duplication into consideration to investigate solutions for PSI based discard coordination. The implementation complexity should be considered when evaluating solutions.
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