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1. Introduction
A new Rel-19 SI on enhancements for AI/ML for NG-RAN [1][2] was approved in RAN#102 meeting and the following objectives are included.
· Study two new AI/ML based use cases, i.e., Network Slicing and CCO, with existing NG-RAN interfaces and architecture (including non-split architecture and split architecture). 
· Rel-18 leftovers as candidates for normative work, based on the Rel-18 principles, as follows:
-   Mobility optimization for NR-DC
-   Split architecture support for Rel-18 use cases based on the conclusions from Rel-18 WI 
-   Energy Saving enhancements, e.g., Energy Cost Prediction
-   Continuous MDT collection targeting the same UE across RRC states
-   Multi-hop UE trajectory across gNBs
In this contribution, we provide our initial considerations on Rel-18 leftover issues that are included in this SI and the draft version TPs to TR38.743.
2. Discussion
2.1 Mobility optimization for NR-DC
Due to time constraints, mobility optimization for NR-DC is not considered in Rel-18. In order to improve mobility performance during e.g. SN change/addition/release in case of NR-DC, the prediction information of UE trajectory and UE performance can be exchanged between MN and SN. 
Except this, all the other optimization still needs more investigation.
2.2 Split architecture support for Rel-18 use cases 
As captured in [3], in case of CU-DU split architecture, the following solutions are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.
Based on this agreement in Rel-18, the two data reporting related procedures, i.e., Data Collection Reporting Initiation procedure and Data Collection Reporting procedure, need to be extended to F1 interface. 
To be specific, the predicted information, including UE trajectory prediction and predicted energy cost (EC), can be sent from gNB-CU to gNB-DU; while the measurement results, including UE measurement, UE performance measurement and measured EC, can be sent from gNB-DU to gNB-CU. Besides, some output strategy that needs to be implemented by gNB-DU, e.g. recommended cell activation/deactivation, can also be sent from gNB-CU to gNB-DU.
2.3 Energy Saving enhancements, e.g., Energy Cost Prediction
One issue for this topic left from Rel-18 is the definition of “additional load” for EC. However, regardless of what definition it can apply, the main issue we think is whether it is worthwhile to exchange this “additional load” related information between gNBs. Although exchanging the EC corresponding to the additional load from target node to source node can provide the source node more accurate EC prediction for ES decision, this will be at the cost of defining a unified load definition among all network nodes, which can represent an accurate load situation in the target node. Taking this into account, we propose to only exchange of the measured EC between NG-RAN nodes, but not the EC for “additional load”.
2.4 Continuous MDT collection targeting the same UE across RRC states
In Rel-18 discussion, RAN3 reached the following agreement on continuous MDT collection:
The existing MDT framework is used as baseline for data collection from the UE.
Continuous collection of MDT traces is beneficial only for AI/ML training in OAM. Continuous MDT collection is to enable the continuous collection of MDT data from the same UE across RRC state changes (RRC_Connected, RRC_Idle, RRC_Inactive).
As for the solution, RAN3 has the following understanding:
Signalling-based MDT could provide continuous Data Collection from a certain UE, however, it has scalability issues when selecting large number of UEs and lacks cell-level granularity. 
Management-based MDT provides the advantage of being scalable when selecting large number of UEs. However, current management-based MDT mechanism cannot identify and group together MDT reports collected from the same UE across RRC states. UE selection is left to RAN implementation and it is not controllable by OAM.
In this study, we need to continue the discussion on how to identify UE across RRC states and down select one solution for normative phase.
2.5 Multi-hop UE trajectory across gNBs
In Rel-18, UE trajectory prediction and UE trajectory feedback are only supported for single hop. Multiple hop UE trajectory can provide gNB the information about further needed resource and may impact mobility decision. In order to generate multiple hop UE trajectory, gNB needs to collect multi-hop UE trajectory, but meanwhile we should avoid to increase network complexity or bring large signalling cost among gNBs. 

According to the above analysis, the corresponding TP to TR38.743 for Rel-18 leftovers is provided in [4]. Regarding whether there is any new signalling procedure needs to be defined or how to enhance the existing procedures to support Rel-18 leftovers, this can be discussed in WI phase.
Proposal 1: To agree the TP to TR38.743 for AI/ML Rel-18 leftovers in [4].
Proposal 2: Except the tasks identified and agreed in the TP, the other optimization can be discussed if time allows.
3. Proposals
In this contribution, we provide our initial considerations on each objectives in this new SI, and the following proposals were drawn from the analysis.
Proposal 1: To agree the TP to TR38.743 for AI/ML Rel-18 leftovers in [4].
Proposal 2: Except the tasks identified and agreed in the TP, the other optimization can be discussed if time allows.
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