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1. Introduction
A new Rel-19 SI on enhancements for AI/ML for NG-RAN [1][2] was approved in RAN#102 meeting and the following objectives are included.
· Study two new AI/ML based use cases, i.e., Network Slicing and CCO, with existing NG-RAN interfaces and architecture (including non-split architecture and split architecture). 
· Rel-18 leftovers as candidates for normative work, based on the Rel-18 principles, as follows:
-   Mobility optimization for NR-DC
-   Split architecture support for Rel-18 use cases based on the conclusions from Rel-18 WI 
-   Energy Saving enhancements, e.g., Energy Cost Prediction
-   Continuous MDT collection targeting the same UE across RRC states
-   Multi-hop UE trajectory across gNBs
In this contribution, we provide our initial considerations on AI/ML based CCO and the draft version TP to TR38.743.
2. Discussion
In Rel-18 AI/ML for NG-RAN, the high-level principles, functional framework, and three use cases, i.e., Network Energy Saving, Load Balancing and Mobility Optimization, were studied and two procedures, i.e., Data Collection Reporting Initiation procedure and Data Collection Reporting procedure were defined. In Rel-19, we need to take the Rel-18 discussions into account and follow the same way of working. For example, regarding to the locations for AI/ML Model Training and AI/ML Model Inference, the following deployment scenarios [3] should be applied for supporting the two new use cases, i.e. AI/ML based network slicing and AI/ML based CCO and also the Rel-18 enhancements:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM
In case of CU-DU split architecture, the following solutions are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.
In this SI, for each technical items, we will perform the feasibility study and identify the specification task for the following WI. 
Following we give our initial considerations on AI/ML based CCO, including the input/output/feedback and the potential standard impact. 
[bookmark: _Hlk161928241]New use case: Capacity and Coverage Optimization (CCO)
[bookmark: _Hlk161928274][bookmark: _Hlk161928266]CCO is a typical operational task for network optimization according to coverage vs capacity. Nowadays CCO is a part of SON function and can be realized by collecting measurements from both network nodes and UEs in a rather long period of time, detecting the problem related to coverage and capacity, and then the network can automatically adjust the coverage configuration, e.g. RF parameters. However, in the existing CCO mechanism, the collected data used as input is the historical data and thus the parameter adjustment accordingly may not be applicable after network implementation. 
To use AI/ML to generate predicted cell coverage configuration information and to apply the predicted cell coverage configuration information into the RF parameter adjustment will continuously improve the network performance. Therefore, to support cell coverage configuration predication exchange between network nodes needs to be addressed in this study.
The input, output and feedback of AI/ML based CCO shall at least include the following.
Input: 
· From local node: Current/predicted cell load
· [bookmark: _Hlk162285281]From the UE: UE measurement report (e.g., UE RS, RSRQ measurement, etc), RACH access information 
· [bookmark: _Hlk162285299]From neighbouring NG-RAN nodes: Current/predicted cell load, cell coverage change information
Output:
· [bookmark: _Hlk162285314]Cell coverage adjustment strategy
· Predicted cell planning for future demands
Feedback:
· UE performance affected by the network slicing action, including bitrate, packet loss, latency. 
· System KPIs (e.g., throughput, delay, RLF of current and neighbouring NG-RAN node)
The TP to TR38.743 for AI/ML based CCO, which captures the above information, is in [4].
Proposal 1: To support cell coverage configuration predication exchange between network nodes.
Proposal 2: To agree the TP to TR38.743 for AI/ML based CCO in [4].
3. Proposals
In this contribution, we provide our initial considerations on each objectives in this new SI, and the following proposals were drawn from the analysis.
Proposal 1: To support slice-level resource status prediction exchange between network nodes.
Proposal 2: To agree the TP to TR38.743 for AI/ML based CCO in [4].
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