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1. Introduction
During R18 AIML SI for NR air interface, there were three use cases: CSI feedback enhancement, Beam management, and Positioning accuracy enhancement. Each use case includes several sub use-cases as following:
· CSI feedback enhancement: 
· Spatial- frequency domain CSI compression using two-sided AIM model 
· Time domain CSI prediction using UE-side model.
· Beam management: 
· BM-Case1(Spatial-domain Downlink beam prediction for Set A of beams based on measurement results of Set B of beams) 
· BM-Case2(Temporal Downlink beam prediction for Set A of beams based on historic measurement results of Set B of beams)
· Positioning accuracy enhancements: 
· Direct AI/ML positioning 
· AI/ML assisted positioning
The life cycle management (LCM) of AI/ML functionality is related to AI/ML operation, e.g., training, inference, monitoring, update, etc. To manage AI/ML operation, the network can indicate activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI). 
In this contribution, we discuss the functionality-based LCM for NW-sided model focusing on the beam management use case. 
2. Discussion 
In the case of NW-sided model, we assume that the model is trained at the network. Also, in this case, there is no motivation to perform the monitoring and management of functionality/model in the UE. As the network performs model training, management, and inference, monitoring/management-related signalling, performance feedback and management instruction are internally available within the network. 
Observation 1. The NW-sided model is trained and managed in NW side, i.e., LCM related signalling is internally available within the network
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<Figure 1. Functional framework for AI/ML for NR Air Interface [1]>
The RAN2 impact currently visible is delivering data related to model training, inference, and monitoring. Since data collection is handled in NW side data collection agenda, this sub-agenda can be de-prioritized. 
Proposal 1. To de-prioritize discussion for LCM for NW-sided model. RAN2 impact is delivering data, and it is separately handled in data collection agenda. 
3. Conclusion
[bookmark: OLE_LINK5]Observation 1. The NW-sided model is trained and managed in NW side, i.e., LCM related signalling is internally available within the network
Proposal 1. To de-prioritize discussion for LCM for NW-sided model. RAN2 impact is delivering data, and it is separately handled in data collection agenda. 
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