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[bookmark: _Ref162456853]1	Introduction
A new study item on Artificial Intelligence (AI)/Machine Learning (ML) for mobility in NR was approved in RAN plenary #102 with the following objectives [1].
	
· The evaluation of the AI/ML aided mobility benefits should consider HO perf ormance KPIs (e.g., Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction) etc.) and complexity tradeoffs [RAN2]




In this contribution, we will discuss the evaluation of the AIML models in particular the prioritization of different aspects such as RRM measurements predictions, measurement event predictions and HOF/RLF predictions.
[bookmark: _Ref178064866]2	Discussion
[bookmark: _Ref162456827]2.1 	Scope and priority of the use cases for evaluation
In the following section we discuss different use cases of the AI/ML for mobility in terms of RRM measurement predictions, event predictions as well as RLF/HOF prediction. We also discuss prioritization for different type of prediction for the simulation/evaluation.
2.1.1	Evaluation of RRM measurement predictions
Rel-18 RAN1 FS_NR_AIML_air was the first AI/ML study for 3GPP RAN1. The study has investigated AI/ML model characterization, data sets for training/validation/testing/inference, life cycle management, etc. It had considered performance, robustness, complexity, and potential specification impact. AI/ML for beam management was one of the identified use cases focusing intra-cell spatial/temporal beam prediction. Temporal prediction within serving cell is mainly to predict the best/top-K beam(s)/beam pair(s) in time domain to improve UE throughput. In RAN1 effort, spatial prediction is mainly to predict the best/top-K beam(s)/beam pair(s) among a set of beams by measuring a smaller set of beams which could help reducing RS signalling overhead, measurement efforts and UE power consumption etc. Attainable gains of AI/ML based techniques were exercised by evaluations and ample supportive observations were captured in the technique report [2]. 
[bookmark: _Toc163125035]Intra-cell temporal/spatial beam prediction has been well studied and proven to have benefits in AI/ML for beam management use case in RAN1 R18 SID.
As outlined in the SID, L3 measurement is based on filtering of L1 measurement. Thus, although some specific parts of the study of AI/ML for air interface can be leveraged for mobility use case, while careful considerations are required to identify the challenges and opportunities within AI/ML use case for mobility. We elaborate our view in the following.
· Temporal prediction can be leveraged for cell-level measurement prediction and inter-cell beam-level measurement prediction.
· Temporal prediction may potentially improve network mobility KPI (e.g., reliability) as it enables the network to proactively optimize the mobility configurations to avoid radio link failures or sub-optimal mobilities such as short stay and ping-pong HOs. 
· Spatial prediction can be leveraged for cell-level measurement prediction and inter-cell beam-level measurement prediction. 
· Spatial prediction can be used to predict a set of serving beam(s)/cell(s) by measuring a smaller set of beams/cells, enabling faster cell quality derivation or RA resource allocation in the target cell for intra-frequency HO. 
· Frequency domain prediction was de-prioritized in RAN1 study item due to the fact that the beam management use case concerns intra-cell beam level predictions and hence the inter-frequency beam prediction is not applicable to the study. However, inter-frequency RRM prediction seems to be the very beneficial for the Mobility use case. A list of potential gains is provided in the following.
· Reducing the need for configuring the measurement gaps.
· Improving QoS
· Accelerating delivery of the measurements (predictions) to the network that facilitate timely decision making at the network node
· Reducing the need for frequent SSB transmissions and hence network energy saving

[bookmark: _Toc163125036]Frequency domain prediction enables reducing the need for measurement gaps, enhancing the QoS and accelerating delivery of measurements to the network to facilitate time decisions as well as improving network energy saving.
In light of the above, and considering the potential gains provided by the frequency domain prediction, although by extending intra-cell prediction to inter-cell prediction, temporal prediction and spatial prediction can be used to predict quality of neighbor beam(s)/cell(s) to improve HO efficiency with less measurement effort, we believe that frequency domain prediction should be treated at least with the same level of priority as other types of predications. 
In addition, we note that the study on the LTM cell switch is removed from the study item (for the sake of right-sizing the scope of the study item). While we acknowledge the benefit of the inter-cell beam level measurement predictions, we believe the inter-cell beam level prediction can be evaluated later when sufficient progress for the cell level RRM prediction is achieved. This approach minimizes the need for diverse simulation and evaluation scenarios, allowing for a more focused examination for the essential topics for L3 based Mobility use cases.
[bookmark: _Toc163136187]RAN2 prioritize evaluation of cell level RRM measurement prediction including temporal, spatial, and frequency domain prediction.
[bookmark: _Toc163136188]Evaluation of inter-cell beam level RRM measurement prediction can be done when sufficient progress for the cell level prediction is achieved.
2.1.1.1	Input and output of the models for the evaluation purpose
If proposal 1-2 are agreeable, the model output should be cell level RRM measurement prediction. As starting point Layer 3 cell level RSRP measurement can be prioritized. Therefore, we propose the following.

[bookmark: _Toc163136189]To evaluate the RRM measurement prediction, output of AI/ML model should be cell-level measurements. RSRP measurement prediction can be prioritised as starting point.

However, for the model input for the evaluation purpose, the following alternatives can be considered,
· [bookmark: _Toc163124961][bookmark: _Toc163125016][bookmark: _Toc163136190]Beam-level measurement which has rich and primitive information based on the transmission channel.
· [bookmark: _Toc163124962][bookmark: _Toc163125017][bookmark: _Toc163136191]Cell-level measurement derived by filtering the beam-level measurement which is robust to small scale fading. 
· [bookmark: _Toc163124963][bookmark: _Toc163125018][bookmark: _Toc163136192]Hybrid measurement by combining beam-level measurement and cell-level measurement. 

[bookmark: _Toc163124471][bookmark: _Toc163124526][bookmark: _Toc163124871][bookmark: _Toc163124964][bookmark: _Toc163125019][bookmark: _Toc163136193][bookmark: _Toc163136195]RAN2 discuss utilising beam-level measurements and/or cell-level measurements as input of the model for the RRM measurement prediction.

2.1.1.2	Frequency ranges for the simulations
In general, the following scenarios can be considered for the mobility simulation purpose.
· FR1 FR1
· FR2-1FR2-1
· Heterogeneous scenarios [i.e., FR2-1FR1 and FR1FR2-1]

Among the above scenarios we think the heterogeneous scenario which includes both deployment of FR1 and FR2-1 is more challenging. In such deployments there might be higher inclination for the UEs to stay in FR1 coverage and hence the mobility events (e.g., HOs) may become imbalanced between FR2-1 and FR1.   Comparing the [FR2-1 FR2-1] and [FR1  FR1] can be discussed in 3GPP. In our understanding evaluating the RRM predictions in FR2 might be more interesting as fluctuations of the radio signals might create more challenge and opportunities for the AIML compared to the FR1 that is more robust and easier to perform predictions (as channel behaviour might be more stable and similar in different carrier frequencies). However, frequency domain prediction might be more challenging in FR2 due to the high fluctuations in the channel quality. As a possible way forward, RAN2 can agree to evaluate the frequency domain prediction in FR1, and evaluate the time domain and spatial domain predictions in FR2-1 (given the stability of the frequencies in FR1 range, performance gain of the time domain prediction may not be visible to the baseline scenarios). 
[bookmark: _Toc163125037]Performance gain of the time domain prediction may not be visible in the FR1 due to the relatively stable channel condition in FR1.
[bookmark: _Toc163125038]Frequency domain prediction might be challenging in FR2 due to relatively high fluctuations of the channel quality in FR2.
In light of the above we propose the following:
[bookmark: _Toc163136196]RAN2 agree that for the frequency domain prediction evaluation use FR1 as starting point.
[bookmark: _Toc163136197][bookmark: _Toc163136198]RAN2 agree for the time and spatial domain prediction evaluation use FR2-1 as starting point.
[bookmark: _Toc163124476][bookmark: _Toc163124531][bookmark: _Toc163124876][bookmark: _Toc163124477][bookmark: _Toc163124532][bookmark: _Toc163124877][bookmark: _Toc163124478][bookmark: _Toc163124533][bookmark: _Toc163124878][bookmark: _Toc163124479][bookmark: _Toc163124534][bookmark: _Toc163124879][bookmark: _Toc163124480][bookmark: _Toc163124535][bookmark: _Toc163124880][bookmark: _Toc163124481][bookmark: _Toc163124536][bookmark: _Toc163124881][bookmark: _Toc163124482][bookmark: _Toc163124537][bookmark: _Toc163124882][bookmark: _Toc163124483][bookmark: _Toc163124538][bookmark: _Toc163124883][bookmark: _Toc163124484][bookmark: _Toc163124539][bookmark: _Toc163124884][bookmark: _Toc163124485][bookmark: _Toc163124540][bookmark: _Toc163124885][bookmark: _Toc163124486][bookmark: _Toc163124541][bookmark: _Toc163124886][bookmark: _Toc163124487][bookmark: _Toc163124542][bookmark: _Toc163124887][bookmark: _Toc163124488][bookmark: _Toc163124543][bookmark: _Toc163124888][bookmark: _Toc163124489][bookmark: _Toc163124544][bookmark: _Toc163124889][bookmark: _Toc163124490][bookmark: _Toc163124545][bookmark: _Toc163124890]2.1.2	Evaluation of mobility event predictions
In the following we focus on the A3 event, and we think the same analysis is applicable to the A5 event. EventA3 is defined in the RRC TS 38.331 as following, wherein the Event is fulfilled if all the measurements in the (TTT) period fulfil the entry condition (Inequality A3-1) of the A3 event. 
[bookmark: _Toc60776889][bookmark: _Toc156129873]5.5.4.4	Event A3 (Neighbour becomes offset better than SpCell)
The UE shall:
1>	consider the entering condition for this event to be satisfied when condition A3-1, as specified below, is fulfilled;
1>	consider the leaving condition for this event to be satisfied when condition A3-2, as specified below, is fulfilled;
1>	use the SpCell for Mp, Ofp and Ocp.
Inequality A3-1 (Entering condition)
Mn + Ofn + Ocn – Hys > Mp + Ofp + Ocp + Off
Inequality A3-2 (Leaving condition)
Mn + Ofn + Ocn + Hys < Mp + Ofp + Ocp + Off














wherein the Mn and Mp represent the measurements of a neighbouring cell and an SpCell respectively at the present time (t0). Therefore, prediction of the A3 event can be seen as applying the same A3 entry condition but for the predicted RSRP value in the future instead of the actual measurements (i.e., using temporal prediction), as shown below.
5.5.4.4	Predicted Event A3 (Neighbour becomes offset better than SpCell in the future time t)
The UE shall:
1>	consider the entering condition for this event to be satisfied when condition A3-1, as specified below, is fulfilled;
1>	consider the leaving condition for this event to be satisfied when condition A3-2, as specified below, is fulfilled;
1>	use the SpCell for Mp, Ofp and Ocp.
Inequality A3-1 (Entering condition)
Mn[t] + Ofn + Ocn – Hys > Mp[t] + Ofp + Ocp + Off
Inequality A3-2 (Leaving condition)
Mn[t] + Ofn + Ocn + Hys < Mp[t] + Ofp + Ocp + Off














wherein [t] indicate how far ahead in time the UE should perform the predictions and evaluate the entry conditions. Once the UE predictions and evaluation indicates fulfilment of the A3 event for a time period of Time-To-Trigger (TTT), the UE can send a report to the network including the available measurements and predictions. With the above analysis we propose to reuse the temporal event prediction for the sake of mobility event predictions.

[bookmark: _Toc163136199][bookmark: _Toc163136200]Evaluation of temporal RRM predictions (on neighbouring cells and serving cell) is reused for the A3 and A5 event predictions i.e., A3 and A5 events are evaluated based on the temporal RRM predictions.

[bookmark: _Toc163136201]More details on the event predictions are given in [3]
2.1.3	Evaluation of RLF and HOF predictions
HOF and RLF are two importance KPIs for the mobility procedures evaluation in the mobile networks. Currently the SON features (e.g., MRO feature based on the RLF report) is designed to optimize the network mobility procedure. However, MRO is a reactive feature in treating RLF/HOF i.e., a failure occurs in the network and based on the reported information (RLF-report) network takes counter actions to avoid the next failures. On the other side, predicting the RLF/HOF using AIML enables a proactive approach at the network to avoid any failure. 
It is worthwhile to mention that while the rate of HOF and RLF in a healthy-deployed network is typically minimal, occurrence of such failures can significantly deteriorate the network QoS provisioning and in the end user QoE and hence designing an AI/ML based solution would be beneficial for a healthy mobility procedure in the network.
However, evaluation of the RLF/HOF prediction requires model training using synthetic RLF/HOF events. But conducting simulations to generate the failures in the form of RLF or HOF (i.e., synthetic data for the purpose of training RLF/HOF prediction models) requires significantly greater effort compared to RRM measurement or event predictions. In our understanding, this is achievable either by 
· Special consideration on the simulation settings for generating HOF/RLF events (e.g., manipulating mobility parameters or creating coverage holes) to expedite such failure events, e.g., creating sub-optimal mobility procedures. 
· Significantly extending the duration of the simulations in a healthy deployment scenario, to generate enough RLF/HOF events for the purpose of HOF/RLF prediction model training.
Therefore, considering the significantly greater effort required for RLF/HOF model training, HOF/RLF predictions can be postponed until sufficient progress for the prioritised scenarios is achieved.

[bookmark: _Toc163125040][bookmark: _Toc163125041]Generating synthetic data for the RLF/HOF events (for the purpose of training RLF/HOF model training) requires significantly greater effort compared to the RRM predictions.

[bookmark: _Toc163136202][bookmark: _Toc163136203]Evaluation of HOF/RLF predictions can be postponed until sufficient progress for the RRM prediction is achieved.
[bookmark: _Toc163124494][bookmark: _Toc163124549][bookmark: _Toc163124894][bookmark: _Toc163124503][bookmark: _Toc163124558][bookmark: _Toc163124903]
2.2 Synthetic data generation for model training/testing
In our understanding generating synthetic data for the purpose of model training and testing should be conducted by the proprietary simulation tools within the respective companies. However, simulation setting and configurations for the purpose of synthetic data generation using the proprietary tools, should be discussed and agreed in 3GPP.
[bookmark: _Toc163136204]Generating synthetic data for the purpose of model training and testing is conducted using proprietary simulation tools by respective companies.  
2.3 UE trajectory, propagation model and other simulation settings
As we discussed above scenarios and simulation settings are important to be discussed and agreed before performing the simulation to enable fair comparison and corroboration of the simulation results. In the following we discuss some of the important aspects.
UE trajectory model for evaluation
In general, three different trajectory models/options are discussed and used in the evaluation for the AI for PHY study item [38.843]. These options on the trajectory models are briefly described in the following.
Option 1. Linear trajectory with random direction changing
UE moves straight in each time_interval and direction changes with A_diff randomly chosen in [-45°, 45°] at border of two time_interval
Option 2. Linear trajectory with random and smooth direction changing
Similar as Option1, but time_interval is splitted into N sub_time_interval. UE moves straight in each sub_time_interval. 
Direction changes with a new A_diff randomly chosen in [-45°, 45°] at bond of two time_interval, and direction changes with A_diff/N at border of two sub_time_interval 
Option 3. Random direction straight-line trajectories.
[image: A diagram of a graph

Description automatically generated]
Figure 1.  Three options for the UE trajectory.
The trajectory options are schematically shown in the Figure 1. Overall, we think in AI for mobility same trajectory models can be reused and there is no need to introduce new trajectory models. Hence, we propose the following.
[bookmark: _Toc163136205]RAN2 agree to reuse the trajectory options used in the TR 38.843 for AI for Mobility study item.
Propagation model
For the propagation model we think UMa and Umi can be good options. Given that for generating the data set in AI for PHY study the UMa model is used (as captured in TR 38.843) same propagation model can be used for the mobility use case as starting point, while extension of the evaluation to other models can be considered in later stages.
[bookmark: _Toc163136206]RAN2 consider Urban Macro (UMa) as propagation model as starting point. Extension to other propagation models can be considered in the later stages. 
As outlined in SID, existing L3 handover mechanism, triggered and executed based on reported historical measurement result and/or measurement event(s), may work well among macro cells when UE’s mobility is low for existing services. But it could be problematic when either UE’s mobility is high or among micro cells of high density or both for existing services or future services. Thus, more investigation should be made for FR2. For inter-frequency prediction evaluation, frequency point, SCS, and the BW should be aligned among companies. Such discussions can be done when sufficient progress on the priorities for simulation/evaluation is achieved. However, we think we can reuse the simulation settings from TS 38.843 as much as possible and tailor it for the mobility use cases if needed. In light of the above we propose the following.
[bookmark: _Toc163136207][bookmark: _Toc163136208]AI/ML for mobility consider the simulation settings summarized in the appendix as starting point for evaluation.
Conclusion
In the previous sections we made the following observations: 
1. Intra-cell temporal/spatial beam prediction has been well studied and proven to have benefits in AI/ML for beam management use case in RAN1 R18 SID.
1. Frequency domain prediction enables reducing the need for measurement gaps, enhancing the QoS and accelerating delivery of measurements to the network to facilitate time decisions as well as improving network energy saving.
1. Performance gain of the time domain prediction may not be visible in the FR1 due to the relatively stable channel condition in FR1.
1. Frequency domain prediction might be challenging in FR2 due to relatively high fluctuations of the channel quality in FR2.
Generating synthetic data for the RLF/HOF events (for the purpose of training RLF/HOF model training) requires significantly greater effort compared to the RRM predictions.

Based on the discussion in this document we propose the following:
1. RAN2 prioritize evaluation of cell level RRM measurement prediction including temporal, spatial, and frequency domain prediction.
Evaluation of inter-cell beam level RRM measurement prediction can be done when sufficient progress for the cell level prediction is achieved.
To evaluate the RRM measurement prediction, output of AI/ML model should be cell-level measurements. RSRP measurement prediction can be prioritised as starting point.
RAN2 discuss utilising beam-level measurements and/or cell-level measurements as input of the model for the RRM measurement prediction.
RAN2 agree that for the frequency domain prediction evaluation use FR1 as starting point.
RAN2 agree for the time and spatial domain prediction evaluation use FR2-1 as starting point.
Evaluation of temporal RRM predictions (on neighbouring cells and serving cell) is reused for the A3 and A5 event predictions i.e., A3 and A5 events are evaluated based on the temporal RRM predictions.
Evaluation of HOF/RLF predictions can be postponed until sufficient progress for the RRM prediction is achieved.
Generating synthetic data for the purpose of model training and testing is conducted using proprietary simulation tools by respective companies.  
RAN2 agree to reuse the trajectory options used in the TR 38.843 for AI for Mobility study item.
RAN2 consider Urban Macro (UMa) as propagation model as starting point. Extension to other propagation models can be considered in the later stages. 
AI/ML for mobility consider the simulation settings summarized in the appendix as starting point for evaluation.
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Appendix
Table 1. Baseline assumptions for SLS: common over training/test scenarios
	Parameters
	Values

	Frequency Range
	FR1 for frequency domain prediction
FR2 @ 30 GHz , for time and space domain prediction
· SCS: 120 kHz
Others is not precluded

	Deployment
	UMa 500m ISD 
· 2-tier model with wrap-around (7 sites, 3 sectors/cells per site)
Other deployment assumption is not precluded, e.g., UMi

	Channel mode
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	System BW
	80MHz for FR2, 40MHz for FR1

	UE Speed
	· For frequency/spatial domain beam prediction, 3km/h
· For time domain beam prediction: 30km/h (baseline), 
· 120km/h(optional), 60km/h(optional)
· Other values are not precluded

	UE distribution
	· FFS UEs per sector/cell for evaluation. 

	UE trajectory
	Option 1/2/3 in TR38.843 can be reused 

	UE rotation
	No rotation for simplicity

	Transmission Power
	Maximum Power and Maximum EIRP for base station and UE as given by corresponding scenario in 38.802 (Table A.2.1-1 and Table A.2.1-2)

	BS Antenna Configuration
	One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline
Other assumptions are not precluded.

	BS Antenna radiation pattern
	TR 38.802 Table A.2.1-6, Table A.2.1-7

	UE Antenna Configuration
	One panel: (M,N,P) = (1,1,2)
Other assumptions are not precluded

	UE Antenna radiation pattern
	TR 38.802 Table A.2.1-8, Table A.2.1-10

	Traffic Model
	FFS:
· Option 1: Full buffer
· Option 2: FTP model
Other options are not precluded

	UE receiver type
	MMSE-IRC as the baseline, other advanced receiver is not precluded

	BS Tx Power
	43 dBm for FR2, 49dBm for FR1

	Maximum UE Tx Power
	23 dBm

	BS receiver Noise Figure
	7 dB

	UE receiver Noise Figure
	10 dB

	BS Antenna height
	25m

	UE Antenna height
	1.5 m



Table 2. Example AI/ML model information
	Parameters
	Potential Values

	Dataset description (Training/Test data)
	· Number of samples
· Assumptions on mix of scenarios, e.g. training data includes multiple UE velocities and/or trajectories specifications

	Model validity area
	· Cell specific
· Multiple cell or Site specific
· Multiple sites
· Deployment specific (model is used for all evaluated sites)

	Model description
	· Model type (Neural network, random forest, linear regression ….)
· Model hyperparameters

	Model input description
	· Historical observations (observation time period)
· Number of input parameters
· Type of input parameters
· …

	Model output description
	· Output description (e.g. prediction in time/frequency/beam)

	Common KPIs
	· Regression KPIs

	Model complexity KPIs
	· Number of parameters
· Floating point operations
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