[bookmark: _Hlk163076536][bookmark: _Ref452454252]3GPP TSG-RAN WG2 #125bis	R2-2403213
Changsha, China, 15-19 April 2024

Agenda item:		8.1.1	Organizational
Title:		Discussion on SA5 AIML management aspects
Source:		NEC
Document for:		Discussion and Decision
1. Introduction
RAN2 received the SA5 LS [1], where SA5 is asking RAN2 (and RAN1, RAN3, SA2) to take their work on AI/ML management into consideration and provides SA5 management and orchestration related requirements to support AI/ML capabilities in the network if any. In this contribution, we discuss this aspect from RAN2 perspective and provide our views.
2. Discussion
[bookmark: _Hlk162786320]2.1	General
SA5 LS [1] describes two main aspects relating to the AI/ML management, the first aspect relates to the overall workflow for ML model Life Cycle Management (LCM), while the second aspect highlights the AI/ML management capabilities corresponding to each task in the workflow. 

2.2	AI/ML workflow
The AI/ML workflow, shown in Fig.1 includes four operational phases for the Life Cycle Management of ML model as listed below.
· ML training phase (which also includes validation & testing),
· AI/ML emulation phase,
· ML deployment phase, and
· AI/ML inference phase.


Fig.1: AI/ML workflow in SA5 LS [1]

The LCM workflow defined by SA5 is very generic and could be applicable to any AI/ML function in the 3GPP system, including the functions to be supported in the WI of AI/ML for air interface. We understand that RAN2 can simply follow the SA5 defined workflow without the need of further discussions.
[bookmark: _Hlk162793231]Observation 1: AI/ML workflow defined by SA5 would be relevant and applicable to the AI/ML for air interface and RAN2 can simply follow that i.e., no need for specific discussion in RAN2.

2.3	AI/ML management capabilities
The other aspect in the SA5 LS [1] is the AI/ML management.
	· Supporting ML model provisioning for gNB inference, including:
· Management of AI/ML-based distributed Network Energy Saving,
· Management of AI/ML-based distributed Mobility Optimization,
· Management of AI/ML-based distributed Load Balancing.
· Monitoring the performance of AI/ML capabilities in the network, including:
· Performance management for ML training function,
· Performance management for AI/ML inference function.



The first part (“ML model provisioning for gNB inference”) is related to the RAN3 work on the AI/ML for NG-RAN. RAN3 has already replied that no requirement was identified related to lifecycle management of AI/ML model [2]. 
RAN2 can focus on the second part (“Monitoring the performance of AI/ML capabilities”). For this, it can be confirmed that SA5 work focused on the OAM domain. When RAN2 work is related to, or involves the OAM domain, we should then be careful about any potential overlap and avoid duplication with SA5 work.
[bookmark: _Hlk162793339]Observation 2: Monitoring the performance of AI/ML capabilities may be related to RAN2 work in which case cooperation with SA5 is expected. 
Proposal 1: RAN2 to collaborate with SA5, if RAN2 identifies any requirements for the OAM domain for monitoring the performance of AI/ML capabilities, to avoid any overlapping or duplication of work.

For the performance management for ML training function, the OAM-centric data collection was discussed as one possible option during the SI phase [3]. Within the target use case in Rel-19, for the beam management and the positioning accuracy enhancements, the OAM may be the termination point for the training data. For the CSI feedback enhancement, the further study is anyway necessary. At this moment, RAN2 has not identified any specific OAM requirement for the corresponding purpose and plans to further discuss that starting from this meeting. 
For the performance management for AI/ML inference function, it is either the gNB or the UE who has the inference function for the target use case. At this moment, we do not expect RAN2 to identify any OAM requirement for this.
Based on the discussions above, we consider that RAN2 should collaborate with SA5 for performance management for ML training function if the OAM can be the termination point of the training data collection and any OAM requirement is identified.
Observation 3: OAM may play a role and be the termination point for the training data collection to facilitate some of the target use cases discussed in this WI. 
[bookmark: _Hlk162793258]Proposal 2: RAN2 to collaborate with SA5, if the OAM can be the termination point of the training data collection and any OAM requirement is identified.

3. Conclusion
As RAN2 is about to discuss the LS from SA5 in this meeting, this discussion paper highlights number of observations and proposals that may be considered by RAN2 to guide the WF on how to handle any potential reply. 
Based on the discussion points highlighted in this contribution, we propose the following:
Proposal 1: RAN2 to collaborate with SA5, if RAN2 identifies any requirements for the OAM domain for monitoring the performance of AI/ML capabilities, to avoid any overlapping or duplication of work.
Proposal 2: RAN2 to collaborate with SA5 if the OAM can be the termination point of the training data collection and any OAM requirement is identified.

By considering the above proposals two potential options are identified for the WF in addressing the incoming LS from SA5:
WF Option 1: RAN2 acknowledges and considers the information conveyed by the LS from SA5 for their forthcoming Rel-19 discussions/work and postpone any reply for now until some concrete OAM related requirements are identified. 
WF Option 2: RAN2 acknowledges and considers the information conveyed by the LS from SA5 for their forthcoming Rel-19 discussions/work and send acknowledgment reply to SA5 highlighting “potential” collaboration areas taking into consideration the proposal mentioned above. 

Finally, we propose to discuss the two WF options. If RAN2 decides to go for the WF Option 2, a draft reply LS in Annex below can be used as baseline.
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Send any reply LS to:	3GPP Liaisons Coordinator, mailto:3GPPLiaison@etsi.org

Attachments:	- 
s
1	Overall description
RAN2 thanks SA5 for their LS in S5-238107/R2-2402146 on the progress update of AI/ML management specifications in SA5.
RAN2 acknowledges the need of cooperation with SA5 for work related to the OAM domain. So far, RAN2 has not yet identified any specific OAM requirements relating to e.g., monitoring the performance of RAN AI/ML capabilities or performance management and data collection for ML model training. If RAN2 identifies any OAM related requirements, RAN2 plans to provide the necessary information and cooperate with SA5.

2	Actions
To SA5
ACTION: 	RAN2 respectfully asks SA5 to take the above information into account in their further work on AI/ML management specification and will provide SA5 an OAM requirement, if it is identified.

To RAN1, RAN3, SA2
ACTION: 	RAN2 respectfully asks RAN1, RAN3 and SA2 to take the above information into account in their further study and/or work on AI/ML.

3	Dates of next TSG-RAN WG2 meetings
TSG RAN2 Meeting #126	20 – 24 May 2024			Fukuoka, Japan
TSG RAN2 Meeting #127	19 – 23 August 2024			Maastricht, NL
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