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1 [bookmark: _heading=h.1fob9te]Introduction
In RAN #102 plenary meeting, it was agreed that one of the WI objectives in the Phase 3 XR WID is [1]:

	· Study and if justified, specify aspects related to multi-modality (intra-UE) (with coordination with SA2/SA4 as needed by LS request). Aim to facilitate efficient and effective support for XR application with Multiple QoS flows with multi-modal inter-dependencies, meeting multi-modal QoS requirements, e.g. synchronization and/or coordination. Efficiency enhancements are expected to be visible in terms of capacity or power consumption. [RAN2]. 
· Note: Check in RAN#105 (check also other WG involvement if needed).



In this paper, we discuss the study of multi-modality XR in Rel-19.
2 [bookmark: _heading=h.3znysh7]Discussion
Multi-modal Data [2] is defined to describe the input data from different kinds of devices/sensors or the output data to different kinds of destinations (e.g., one or more UEs) required for the same task or application. Multi-modal Data consists of more than one Single-modal Data, and there is strong dependency among each Single-modal Data. Single-modal Data can be seen as one type of data. 

Rel-18 XR enhancements focus on Single-modal Data. However, XR traffic of emerging use cases is by nature multi-modal, as it involves the integration of data from multiple sources and modalities to create a seamless and immersive user experience. This includes data from various sensors, cameras, and other input devices, as well as output to different destinations such as displays or other XR interfaces.

As identified by SA [2], for immersive and interactive XR applications, synchronization between different modality components is crucial in preventing a negative impact on the user experience (i.e. viewers detecting lack of synchronization), particularly when the synchronization threshold between two or more modalities is less than the latency KPI for the application.
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Typical synchronization thresholds for immersive multi-modality VR applications [3]

Multi-modal flows take diverse forms, and the traffic characteristics change dynamically [4]. They have their individual performance and QoS requirements, in terms of data rate, latency and reliability. From the XR application point of view, meeting single-modal QoS requirement does not translate to achieving good end-to-end performance. Synchronized and coordinated transmission of the multi-modal flows is key to ensuring satisfactory end-to-end QoS and user experience.

Proposal 1: Study mechanisms and gains of enabling synchronized and coordinated transmission of multi-model XR flows.  

In NR, the network is unaware of the inter-flow characteristics of the multi-modal flows of the same XR service. Therefore, the network is unable to take advantage of the multi-modal inter-dependence when performing scheduling and allocating resources. Inter-flow XR awareness will enable the network to implement advanced techniques to achieve synchronized and coordinated transmission. 

In the uplink, the UE can identify and report inter-flow UE assistance information to the network, e.g., traffic pattern and parameters, multi-modal traffic inter-dependency, 
QoS requirement, priority, importance, information for synchronization and coordination. 

In the downlink, the 5GC can identify inter-flow QoS requirements to the network.  
SA and RAN coordination work is required.

[bookmark: _heading=h.a4eddzq1gvvh][bookmark: _heading=h.b0elgo7js15t][bookmark: _heading=h.4d34og8]Proposal 2: Study mechanisms and gains of enabling inter-flow XR awareness of multi-model XR flows.  
3 Conclusion 
[bookmark: _Hlk142571248]In this paper, we discuss the study of multi-modality XR in Rel-19. 

Proposal 1: Study mechanisms and gains of enabling synchronized and coordinated transmission of multi-model XR flows. 

Proposal 2: Study mechanisms and gains of enabling inter-flow XR awareness of multi-model XR flows.  
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Media components synchronization threshold (note 1)

audio-tactile audio delay: tactile delay:
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NOTE 1: for each media component, “delay” refers to the case where that media component is
delayed compared to the other.





