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1. Introduction

In this contribution we discuss potential RAN enhancements to efficiently support Multi-modal XR applications. Impacts to the LCP procedure, discarding and DRX operation are analysed.  

2. [bookmark: Proposal_Beacon]Discussion

In RAN#103 the Rel-19 Work Item on XR (eXtended Reality) for NR Phase 3 has been approved. 
As part of the WI, enhancements addressing efficient and effective support for XR application with Multiple QoS flows with multi-modal inter-dependencies, meeting multi-modal QoS requirements, e.g. synchronization and/or coordination are investigated. 

	The Rel-19 XR Phase 3 objectives are as follows:
-	Study and if justified, specify aspects related to multi-modality (intra-UE) (with coordination with SA2/SA4 as needed by LS request). Aim to facilitate efficient and effective support for XR application with Multiple QoS flows with multi-modal inter-dependencies, meeting multi-modal QoS requirements, e.g. synchronization and/or coordination. Efficiency enhancements are expected to be visible in terms of capacity or power consumption. [RAN2]. 




Multi-Modal XR applications
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Figure 1: Multi-modal traffic at the UE comprising audio, video, and haptic

Emerging use cases such as AR/VR and holographic communications encompass multiple simultaneous traffic flows where the arrival of packets must be synchronized. Incorporating the five senses in the XR experience necessitates more stringent end-to-end latency, jitter, and synchronization. Such services have even more stringent requirements on the wireless network since holographic flows require very tight synchronization of the five senses. Therefore, when designing NR enhancements to support extended reality (XR) applications, it is important to consider multi-modal interaction techniques, which employ several human senses simultaneously. Multi-modal interaction can transform how people communicate remotely, practice for tasks, entertain themselves, process information visualizations, and make decisions based on the provided information. Multi-modal Data is defined to describe the input data from different kinds of devices/sensors or the output data to different kinds of destinations (e.g. one or more UEs) required for the same task or application. Multi-modal Data consists of more than one Single-modal Data, and there is strong dependency among each Single-modal Data. Single-modal Data can be seen as one type of data.
For Multi-Modal XR applications transmitted via a mobile communication system like NR the interactions between different input signals can be translated to some inter-dependencies between transmissions of different bearers/LCHs.
Due to the separate handling of the multiple media components, synchronization between different media components is critical in order to avoid having a negative impact on the user experience. As the asynchrony between different modalities increases, users’ sense of presence and realism will decrease. 
The table below from TS28.847 depicts typical synchronization thresholds between two or more modalities.
Table 5.1.6-2: Typical synchronization thresholds for immersive multi-modal VR applications
	
	synchronization threshold (note 1)

	audio-tactile
	audio delay:
50 ms
	tactile delay:
25 ms

	visual-tactile
	visual delay:
15 ms
	tactile delay:
50 ms

	NOTE 1:  For each media component, “delay” refers to the case where that media component is delayed compared to the other.



This new synchronization requirements between the modalities and the related inter-dependencies among different transmissions/LCHs pose new challenges for an efficient RAN2 support as discussed in the following. 

RAN enhancements for Multi-Modal XR applications
Given that the different streams/modalities of a XR Multi-Modal application, e.g. audio, video, haptics, have different QoS requirements (as for example shown in the table from TS28-847), we assume that each of the stream is served by a separate bearer/LCH. 
Table 5.7.3-1 Typical QoS requirements for multi-modal streams [14] [15] [16] [17] [18]
	
	Haptics
	Video
	Audio

	Jitter (ms)
	≤ 2
	≤ 30
	≤ 30

	Delay (ms)
	≤ 50
	≤ 400
	≤ 150

	Packet loss (%)
	≤ 10
	≤ 1
	≤ 1

	Update rate (Hz)
	≥ 1000
	≥ 30
	≥ 50

	Packet size (bytes)
	64-128
	≤ MTU
	160-320

	Throughput (kbit/s)
	512-1024
	2500 - 40000
	64-128




SA2 also discussed the support of multi-modal services. They introduced the concept of a Multi-modal Service ID which is an explicit indication that data flows being associated with such Multi-modal service ID are related to a multi-modal service. PCF may use this information to derive the corresponding PCC rules and apply appropriate QoS policies for the inter-related data flows being part of a multi-modal application. In the following the relevant text from TS23.501 is copied:
	[bookmark: _Toc153799192]5.37.2	Policy control enhancements to support multi-modal services
A multi-modal service is a communication service that consists of several data flows that relate to each other and that are subject to application coordination. The data flows can transfer different types of data (for example audio, video, positioning, haptic data) and may come from different sources(e.g. a single UE, a single device or multiple devices connected to the single UE, or multiple UEs).
For the single UE case, it is expected that those data flows are closely related and require strong application coordination for the proper execution of the multi-modal application and therefore, all those data flows are transmitted in a single PDU session.
The Nnef_AFsessionWithQoS service allows the AF to provide, at the same time, for each data flow that belongs to the multi-modal service, a Multi-modal Service ID, the service requirements and the QoS monitoring requirements:
-	The Multi-modal Service ID is an explicit indication that data flows are related to a multi-modal service. The PCF may use this information to derive the correct PCC rules and to apply appropriate QoS policies for the data flows that are part of a specific multi-modal application.
-	The AF may provide QoS monitoring requirements for data flows associated to a multi-modal service to the PCF . The PCF generates the authorized QoS Monitoring policy for each data flow.
NOTE:	In order to start the QoS monitoring for the data flows associated to a multi-modal service within a certain period of time, the PCF needs to receive the QoS monitoring requirements for those data flows from AF within a single request or, in case of multiple requests, within a short period of time.




We think that in order allow an efficient support of multi-modal applications at the RAN level, RAN needs to be aware of the relations among different LCHs/RBs/QoS flows belonging to one multi-modal application. Essentially similar to the multi-modal service ID, also RAN needs to be made aware of a group of inter-related LCHs/RBs/QoS flows belonging to a multi-modal application. Furthermore, RAN needs to be provided with the synchronization requirements, e.g. relative delay requirements, between the different LCHs/RBs/QoS flows belonging to one multi-modal application. 
Today the Access stratum, e.g. gNB and UE, is not able to identify XR applications with multi-modal inter-dependencies and can’t distinguish the different traffic types of these services to carry out any optimization. Hence, an awareness about the multi-modal traffic (e.g. at gNB and UE), e.g. inter-dependency of data of different LCHs/RBs/QoS flows and synchronization requirements, is needed  for the scheduling and link adaptation to meet the synchronization/latency requirements and the reliability while guaranteeing good system capacity.
Observation 1: Increased awareness of multi-modal dependencies and synchronization requirements is needed at RAN in order to allow for efficient support of XR multi-modal applications. 
Details of the XR awareness related signaling enhancements need to be further discussed with coordination with SA2/SA4. We think that RAN (gNB and UE) should be made aware of the group of LCHs/RBs/QoS flows belonging to a multi-modal application, e.g. introduction of a group of inter-related LCHs. Furthermore, gNB/UE needs to be aware of the additional synchronization requirements, e.g. relative delay budget, which needs to be provided in addition to the PDU Set Delay Budget (PSDB). It needs to be further discussed whether the inter-dependency information needs to be provided on a PDU Set level, e.g. PDU set A of LCH X is related to PDU set B of LCH Y, or whether such inter-dependency information on a LCH/RB/QoS flow level is sufficient, e.g. group of LCHs which are inter-dependent. 
Proposal 1: RAN2 to agree that RAN (gNB/UE) are provided with enhanced QoS information which allow them to identify inter-dependent LCHs/RBs/QoS flows and the relative synchronization requirements among the inter-dependent LCHs/RBs/QoS flows. It is FFS whether the inter-dependency information needs to be provided on a PDU set level. 

UL scheduling enhancements for Multi-Modal applications

According to the current legacy LCP procedure UE shares UL resources among the configured LCHs based on the LCH priority and the prioritized bit rate configured for a LCH. The idea behind prioritized bit rate is to support for each logical channel, including low priority non-GBR (Guaranteed Bit Rate) bearers, a minimum bit rate in order to avoid a potential starvation. Each bearer should at least get enough resources to achieve the prioritized bit rate (PRB). The LCP procedure is in general specified as a “two-step” procedure, e.g. not considering the step of selecting the LCHs which are considered during the LCP procedure for TB generation based on the configured LCH restrictions. In the first round the LCHs are served (in decreasing priority order starting with the highest priority logical channel) up to their configured PBR (implemented by means of a token bucket model). In the second round of the LCP if any uplink resources remain (after meeting the PBR of the LCHs in the first round), all the logical channels are served in a strict decreasing priority order (regardless of the value of bucket) until either the data for that logical channel or the UL grant is exhausted. 

As analyzed in detail in the companion contribution (reference to LCP contribution), the current LCP procedure doesn’t consider the remaining delay/time of a data packet when distribution UL resources among the LCHs. 
Given that the LCP procedure prioritizes data of different LCHs only based on the associated static LCH priority, it may happen that UE is unable to transmit data of a lower priority LCHs having a small remaining delay within its PDSB/PDB requirements if there is also data of a higher priority LCH pending in UEs buffer for transmission. This may have a negative impact on the system capacity. For multi-modal applications the impact on the capacity might be even more pronounced, since there is not only an absolute delay requirement for LCHs being part of a multi-modal application, but there is in addition also a relative synchronization requirement between the inter-dependent LCHs.   
Therefore, we think that the LCP procedure needs to be enhanced in order to efficiently support multi-modal services in the RAN. The LCP procedure should take into account the absolute remaining delay/time of data as well as the relative remaining delay, e.g. enforcing the Multi-Modal synchronization requirement, in order to determine the priority order in which LCH data are multiplexed on the UL resources. It should be for example ensured that data of a LCH being part of a multi-modal application which is close to its relative delay requirement is transmitted within the synchronization threshold and hence prioritized during LCP. The priority of the data should be during LCP procedure adapted depending on the absolute remaining time and the relative remaining time (synchronization threshold). 
Proposal 2: RAN2 to discuss enhancements to the LCP procedure, where the absolute remaining time and the relative remaining time, e.g. enforcing the multi-modal synchronization requirements between LCHs of a multi-modal application, of data is considered when determining the order in which data of LCHs is multiplexed in a TB/UL grant.  


Similar to enhancements of the LCP procedure, RAN2 should also discuss whether DSR reporting needs to be improved to provide gNB with Multi-modal related information allowing some efficient UL scheduling. 
According to Rel-18 UE triggers a DSR and provides gNB with the remaining time information (smallest remaining time) and the amount of delay-critical data pending in the UE buffer, when the remaining time of a SDU becomes smaller than a configured threshold remainingTimeThreshold. It may be also beneficial if UE gNB informs gNB about data for which the relative remaining delay, e.g. enforcing the multi-modal synchronization requirement, is small, becoming lower than a threshold. This would allow for an enhanced uplink scheduling of multi-modal XR services considering the relative delay/synchronization constraints.
Proposal 3: RAN2 to discuss DSR enhancements for multi-modal applications, e.g. UE providing information to gNB on data for which the relative remaining delay, e.g. enforcing the multi-modal synchronization requirement, becomes lower than a threshold.

Discarding operation
According to the current specifications, the PDCP discard timer enforces the PSDB/PDB which is an absolute delay requirement of data carried within a LCH/RB. Upon arrival of new data from upper layer, PDCP entity starts a PDCP discard timer for each PDCP SDU. In response to the expiry of a PDCP discard timer, PDCP entity discards the associated PDCP SDU and the corresponding PDCP PDU. In case pdu-SetDiscard, UE discards all PDCP SDUs of the corresponding PDU Set along with the corresponding PDCP Data PDUs. 
RAN2 should further discuss how the relative delay requirement between LCHs belonging to one multi-modal service is enforced at the Layer 2/PDCP. We assume that UE should discard a PDCP SDU/PDU if the relative delay budget is exceeded, e.g. when data of a LCH belonging to a multi-modal application has not been delivered within the synchronization requirements. One option would be to introduce a second PDCP discardTimer which is configured according to the relative delay requirement/synchronization requirement. RAN should avoid the transmission of out-dated data, which is of no use for the user experience, e.g. discarded at the application layer. It should be first confirmed by SA2/SA4 whether UE should discard data of a LCH belonging to a multi-modal application for which the synchronization requirements cannot be fulfilled, e.g. relative delay budget exceeded. 
Proposal 4: RAN2 to confirm with SA2/SA4 whether UE shall discard data of a LCH belonging to a multi-modal application for which the synchronization requirement cannot be fulfilled, e.g. relative delay budget exceeded. 
Proposal 5: RAN2 to further discuss the discarding behaviour at PDCP layer for multi-modal applications, e.g. enforcing the relative delay budget/synchronization requirement by means of PDCP discard timer. 

DRX operation for multi-modal services
XR services, such as AR, VR, and Cloud Gaming services, over 5G are important vertical applications for 5G commercial deployments. Many of the end user XR and CG devices are expected to be mobile and of small-scale, thus having limited battery power resources. The DRX mechanism is a legacy power saving mechanism to achieve power saving gain for UE in RRC_CONNECTED state. However, some characteristics of XR traffic are not addressed by the legacy DRX mechanism and could result in limited UE power savings. 
Current specifications allow the NW to configure only one DRX configuration for a serving cell and, therefore, this single DRX configuration cannot really match the traffic characteristics of all XR flows. Thus, it cannot closely follow the potential short sleep opportunities and result in either low power saving gains, or in an increased traffic delay. During Rel-18 there have been several proposals proposing to study solutions with multiple active DRX configurations each of them aligned with a different XR flow/stream. The motivation is that a single DRX configuration is not efficient from power saving perspective since traffic characteristics are too different and can’t be “tracked/covered” by a single DRX configuration. As shown above the different streams of a multi-modal application have different traffic characteristics such as periodicities/jitter.
With a single data flow for the UE, if the DRX periodicity matches the traffic arrival of that data flow, then dynamic grant can be used as the main means to support XR traffic. However, for multi-modal applications with the modalities having different periodicities, it can be difficult to determine a periodicity and Onduration which satisfies requirements of all these data flows thereby enabling a good power saving gain. When there are multiple data flows, especially when at least integer relationship does not exist among the periodicities of the different data flows, there might be the risk that packet arrival of some data flows arrival occurs in the DRX-Off duration, e.g. UE not monitoring PDCCH which would in turn lead to some additional delay.
Having multiple simultaneous DRX configurations could help schedule transmissions corresponding to different traffic characteristics in a timely manner; e.g., by providing on-durations in several occasions according to expected traffic arrivals. It has been proposed to have the UE monitor the PDCCH while the drx-onDurationTimer (or drx-InactivityTimer) is running in any of the DRX configurations, i.e. the overall active time is a logical ‘OR’ of the active times given by each DRX configuration. 
We also see multiple active DRX configurations or the DCI-based switching between DRX configurations as potential enhancements for reducing PDCCH monitoring. DCI-based switching between DRX configuration refers to the case that NW dynamically activates/re-activates/deactivates DRX configurations, which allows for a dynamic adaptation of already activated DRX configurations or activation of additional DRX configuration.
Proposal 6: RAN2 to study the usage of multiple active DRX configuration and the DCI-based switching/activation of DRX configurations.

3. Conclusion
In this contribution, we discuss potential RAN enhancements to efficiently support Multi-modal XR applications. We have the following proposals:
Observation 1: Increased awareness of multi-modal dependencies and synchronization requirements is needed at RAN in order to allow for efficient support of XR multi-modal applications.
Proposal 1: RAN2 to agree that RAN (gNB/UE) are provided with enhanced QoS information which allow them to identify inter-dependent LCHs/RBs/QoS flows and the relative synchronization requirements among the inter-dependent LCHs/RBs/QoS flows. It is FFS whether the inter-dependency information needs to be provided on a PDU set level.
Proposal 2: RAN2 to discuss enhancements to the LCP procedure, where the absolute remaining time and the relative remaining time, e.g. enforcing the multi-modal synchronization requirements between LCHs of a multi-modal application, of data is considered when determining the order in which data of LCHs is multiplexed in a TB/UL grant.
Proposal 3: RAN2 to discuss DSR enhancements for multi-modal applications, e.g. UE providing information to gNB on data for which the relative remaining delay, e.g. enforcing the multi-modal synchronization requirement, becomes lower than a threshold.
Proposal 4: RAN2 to confirm with SA2/SA4 whether UE shall discard data of a LCH belonging to a multi-modal application for which the synchronization requirement cannot be fulfilled, e.g. relative delay budget exceeded. 
Proposal 5: RAN2 to further discuss the discarding behaviour at PDCP layer for multi-modal applications, e.g. enforcing the relative delay budget/synchronization requirement by means of PDCP discard timer.
Proposal 6: RAN2 to study the usage of multiple active DRX configuration and the DCI-based switching/activation of DRX configurations.
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