

Page 3

3GPP TSG RAN WG2 Meeting #125bis      	                           R2-2402892
Changsha, China, April 15-19, 2024                                 

Agenda item:	8.2.3.2
Source:	Apple
Title:	Discussion on User plane for Ambient IoT
WID/SID:	FS_Ambient_IoT_solutions – Release 19
Document for:	Discussion and Decision
1 Introduction
[bookmark: _Hlk61519723]RAN2 objectives in in Rel-19 SID of Ambient IOT [1] are shown as below:
	·  RAN2-led:
· Study and decide which functions are needed for an Ambient IoT compact protocol stack and lightweight signalling procedure to enable DO-DTT and DT data transmission, and study those functions.
For example:
· Paging
· Random access
· Data transmission, including necessary radio resource control aspects, respecting the limitation in the General Scope 
· Interactions with upper layers
For functionalities not listed above, they are studied only if found essential.


In this paper, we discuss the user plane design to support Ambient IOT communications.
2 Discussion 
2.1 How to Support Ambient IoT Application 
The following assumption has been made for Ambient IoT study in SID [1]:
Traffic types DO-DTT, DT, with focus on rUC1 (indoor inventory) and rUC4 (indoor command). 
From RAN#104, the study will assess whether the harmonized air interface design (per bullet ‘A’ above) can address the DO-A (Device-originated autonomous) use case, only to identify which part(s) of the harmonized air interface design (per bullet ‘A’ above) is/are not sufficient for the DO-A use case.
It is clear that the study would focus on the two use cases mentioned above: indoor inventory and indoor command. But for a good communication system design, it is supposed to be suitable for serving as a generic transport for any Ambient IoT application messages, with at least those two use cases included. We feel that it is necessary for RAN2 to first clarify whether the study and subsequent normative work should follow which one of the following design paradigm, which is vital the “user plane” design approach:
1. Stick to the “communication” nature of the Ambient IoT, which is similar to other IoT design has been previously done in 3GPP; or 
2. Create a very dedicated “communication + computing” platform for certain use cases (command & inventory), which is similar to what has been done for LTE/NR positioning. 

If we follow the 2nd option, then all the communication messages designed in Ambient IoT should be clearly marked to serve certain use case and is likely to be dedicated to a single use case or application-layer transaction. We can clearly see something like that in the LPP messages [4] designed for LTE/NR positioning. As a result, there would be not too much “user plane” to begin with, because any communicated message can be regarded as a control plane signaling to configure or obtain certain “information elements” related to a particular use case (e.g., inventory or command). For a very low-cost, low-complexity Ambient IoT device, this would be a very vertically integrated design by implementing only a few specific API messages, with the protocol “layers” blurred or even obliterated.
The risk for such an approach is that for every new Ambient IoT use case to be added later, RAN2 need work on new messages/signaling to support it. On the other hand, if we stick to the 1st approach, we can focus on user plane support for DT and DO traffic types, and that would be flexible enough to be forward-compatible with other Ambient IoT use cases to be considered in the future releases.
With the above comparison, we think it is better to have a compact user plane protocol stack for Option 1 instead of directly specifying messages for inventory and command use cases.
Proposal 1	RAN2 focus on the user plane support of DT and DO-DTT traffic (and DO-A later) instead of focusing on the use-case specific signaling design. 

2.2 User Plane design considerations based on Application Traffic Type 
Regarding the application traffic type, we have the following analysis as shown in the table below:
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Table 1: Traffic for Ambient IoT User Plane

First, for low-cost ambient IOT device, it would be overwhelming to handle retransmissions in AS layer, given that maintaining Tx or Rx buffer in Layer-2 and the set of dynamic variables (e.g., SN sequence) would be too costly for the very low-complexity ambient IoT devices. This is also confirmed by the SID description “no HARQ, no ARQ” [1]. Thus, we think it should be straight-forward to not introduce any user-plane retransmission mechanism in AS layer for Ambient IoT. If some sort of confirmation/acknowledgement is desired, this needs to be done by upper layer(s) (probably in application layer).
Proposal 2	There is no need to support AS layer acknowledgements and retransmissions. 
Since there is no any sort of ACK/NACK, then any lower layer transmission is essentially a broadcast w/o AS layer feedback, at least from the physical layer perspective. However, from the upper layer perspective, the A-IoT traffic ought to be targeted for one or multiple intended receivers. Usually, not all the receivers need to process the inbound message. This means some sort of “address” to identify the “recipients” are needed. With such an address present, at least for DL traffic (ReaderDevice), whether this is a unicast, groupcast or broadcast would be clear.  
Proposal 3	Consider to introduce AS layer address to differentiate UC/GC/BC traffic and intended recipients (at least for DL). 
Also, application-layer traffic in Ambident IoT can be organized as occasional small data transactions and would not involve large data volume. Even if a reader may communicate with multiple devices at the same time, it will be unwise to aggregated different DL traffic for different devices in the same DL transmission (e.g., MAC PDU), because that would put unnecessary burden on the Ambient IoT devices to decode data irrelevant to them. Therefore, we do not see any motivation for the data segmentation and reassembly in Ambient IoT.
Proposal 4	No segmentation/reassembly is supported in Ambient IoT User plane. 
Finally, regarding the QoS requirements, there is barely any “flow” concept in Ambient IoT traffic. Hence, flow-based QoS simply cannot be used. Instead, a very rudimentary per-packet AS layer QoS scheme can be considered to ensure a timely transmission of Ambient IoT data, based on latency requirements for every A-IoT transactions. Especially for DO-DTT, RAN2 need consider how to bound the overall latency so the triggered DO traffic will still be delivered to the reader in time.
Proposal 5	RAN2 consider per-packet QoS scheme to meet the latency requirements for Ambient IoT transactions (e.g., for DO-DTT) 

2.3 Ambient IoT Protocol Stack
In Figure 1 below, we provide our view on Ambient IOT protocol stack for the Ambient IoT air interface (Topology 1):
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Figure 1: Protocol Stack for Ambient IoT air interface for Topology 1
For Ambient IoT user plane support, only PHY layer and MAC layer are needed. As explained in another Apple contribution [5] for Control Plane design, there could be a dedicated AIoT CP protocol (e.g. for paging and initial access) on top of MAC layer, but it can also be implemented as MAC Control PDUs. Thus, the presence of “AIoT CP Protocol” is optional.
Note that by following the CP optimization approach for C-IOT design, there could be some thoughts to use the “AIoT CP Protocol” as a container to encapsulate any “A-IoT data”. But we are not convinced that the benefits of this approach. In C-IoT design, the reason to use RRC container is that the UE has already supported legacy RRC protocol, but that is not the case for A-IoT device. Thus, we are not sure this is really an optimization or just adding an extra layer of encapsulation with additional overhead and no clear benefits.
Hence, on top of data transmission protocol in MAC layer, there could be an upper layer designated as “AIoT layer” to communicate with Core Network for both UP and CP, which is to be studied by SA2 and CT1, but out of RAN2 scope. 
We think RAN can consider the protocol stack in Figure 1 as a baseline. Of course, depending on the inputs from other 3GPP WGs (RAN1, SA2 or SA3), certain changes would still be considered.
Proposal 6	RAN2 consider use the above protocol stack as baseline for Ambient IoT Topology 1.

3 Conclusion
In this contribution, we discuss the user plane design for Ambient IoT, and have the following proposals: 
Proposal 1	RAN2 focus on the user plane support of DT and DO-DTT traffic (and DO-A later) instead of focusing on the use-case specific signaling design. 
Proposal 2	There is no need to support AS layer acknowledgements and retransmissions. 
Proposal 3	Consider to introduce AS layer address to differentiate UC/GC/BC traffic and intended recipients (at least for DL). 
Proposal 4	No segmentation/reassembly is supported in Ambient IoT User plane. 
Proposal 5	RAN2 consider per-packet QoS scheme to meet the latency requirements for Ambient IoT transactions (e.g., for DO-DTT) 
Proposal 6	RAN2 consider use the above protocol stack as baseline for Ambient IoT Topology 1.
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