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1 Introduction
The Rel-19 WID of AI/ML for air interface (WID RP-234039) was agreed in RAN#102 [1]. The WI objective on general LCM framework is led by RAN2. One of its sub-objectives is to specify data collection for NW-sided model, as highlighted copied below: · AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models


In this contribution, we share our view on NW-sided data collection from below aspects:
· Requirement of NW-sided data collection
· RAN2 scope of NW-sided data collection
· NW-sided data collection for AI/ML based beam management
· NW-sided data collection for AI/ML based positioning

2 Discussion 
2.1 Requirement of NW-sided data collection
In Section 7.2.1.3.1 of TR 38.843 [2], it captured 3 design principles of NW-sided data collection:
7.2.1.3.1	Considerations for network-side data collection 
A set of general data collection principles is expected to be considered for network-side model training. These include:
· UE to support data logging,
· UE to report the collected data periodically, event-based, and on-demand,
· The UE memory, processing power, energy consumption, signalling overhead should be considered.
Note: The above principles can be revised depending on RAN1 requirements.


Besides the last principle (i.e., UE memory, processing power, energy consumption and signaling overhead should be considered), we think another principle is that the UE’s security and privacy requirements need to be satisfied. This principle is straight forward because the collected data is UE’s internal data. Please note that we just intend to list as one principle but doesn’t intend to study it in RAN2. Instead, SA3 is expected to evaluate it. 
Proposal 1: For NW-sided data collection, RAN2 agree another design principle is that UE’s security and privacy requirements need to be satisfied. 
2.2 RAN2 scope of NW-sided data collection
In RAN1 reply LS on part A [3] and on part B [4], below latency requirements can be observed:
· Model training: it has “relaxed” latency requirement for all use cases.
· Inference: it has “time-critical” latency requirement for all use cases.
· Performance monitoring: it has “near-real-time” latency requirement for all use cases.
And in [4], below definitions on relaxed/time-critical/near-real-time can be found:· In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)



Observation 1: According to RAN1 reply LS on part A and on part B, below latency requirements can be observed:
· Model training: it has “relaxed” latency requirement for all use cases.
· Inference: it has “time-critical” latency requirement for all use cases.
· Performance monitoring: it has “near-real-time” latency requirement for all use cases.
Based on above observation, we think RAN2 can only specify data collection for model training because RAN2 can only decide whether to use RRC or MAC:
· It is clear that RRC and MAC-CE can’t satisfy the requirement of “Time-critical” (a few msecs).
· MAC-CE may be considered for “Near-real-time” but generally whether to use DCI or MAC-CE is decided by RAN1. We think the usual working procedure can be followed.  
Observation 2: RRC and MAC-CE can’t satisfy the requirement of “Time-critical” (a few msecs). MAC-CE may be considered for “Near-real-time” but generally whether to use DCI or MAC-CE is decided by RAN1.
Thus, we propose RAN2 to focus on data collection on model training for now. Meanwhile, if RAN1 conclude MAC-CE can be used for performance monitoring, RAN2 can still work on MAC-CE format design as usual.  
Proposal 2: For NW-sided data collection, RAN2 focus on signaling design for model training for now, i.e., leave signaling framework design for inference and monitoring to RAN1.
2.3 NW-sided data collection for AI/ML based beam management
In Section 7.2.1.3.1 of TR 38.843 [2], conclusion of NW-sided data collection for beam management is captured as illustrated below:
From Section 7.2.1.3.1 of TR 38.843
For CSI and beam management use cases, the training of network-side models can consider both gNB and OAM-centric data collection mechanisms. The gNB-centric data collection implies that the gNB can configure the UE to initiate/terminate the data collection procedure. The potential impact of L3 signalling for the reporting of collected data should be assessed.  
On the other hand, OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered to achieve this. The potential impact on MDT for RRC_CONNECTED state should be assessed.
And please note that section 7.2.1.3.1 also captured 3 principle of NW-sided data collection. 
· UE to support data logging,
· UE to report the collected data periodically, event-based, and on-demand,
· The UE memory, processing power, energy consumption, signalling overhead should be considered.
Based on above conclusion and the 3 principles, we think there are two candidate signaling frameworks to collect training data of AI/ML based beam management:
· Alt-1: Enhance MDT with data logging enhancement 
· Alt-2: Reuse L1 CSI reporting framework  
Between them, we prefer Alt-1 due to below reasons:
1) L1 CSI reporting framework can’t report large data size in one message for data collection of model training. 
· According to RAN1 reply LS on part B [4], the data size for model training is within range of 100bit~1.5Mbits. However, UCI can only carry up to 1706bit in PUCCH and up to 3840bit in PUSCH.
· On the contrary, MDT framework naturally supports large data reporting with RRC message.
2) L1 signaling with multiple messages may cause high burden of measurements / reporting in UE side.
· To support reporting of training data with payload 100bit~1.5Mbits, multiple L1 signaling reports for data collection of model training are needed. It means the NW must configure short report interval for L1 signaling, which requires the UE to frequently initiate / stop measurement/reporting procedure. It will cause high burden of measurements / reporting in UE side, which goes against principle 3. 
· On the contrary, logged MDT has supported data logging. 
3) L1 CSI reporting framework don’t support OAM-centric data collection.
· L1 CSI reporting can only be configured by gNB. 
· On the contrary, MDT framework naturally support OAM-centric data collection.
4) L1 CSI reporting framework don’t support event-based report.
· Current L1 CSI reporting only support periodical and on-demand reporting (i.e., aperiodic report). 
· On the contrary, MDT framework has supported event-based report, including event A1-A6 for immediate MDT and event L1-L2 for logged MDT.
Observation 3: L1 CSI reporting framework can’t work for NW-sided data collection of model training because:
1) L1 signaling can’t report large data size in one message for data collection of model training. 
2) L1 signaling with multiple messages will cause high burden of measurements / reporting in UE side.
3) L1 CSI reporting framework don’t support OAM-centric data collection.
4) L1 CSI reporting framework don’t support event-based report.
Observation 4: To report training data with payload 100bit~1.5Mbits, the NW must configure a short report interval for L1 signaling, which requires the UE to frequently initiate / stop measurement/reporting procedure. It will put high requirements on memory / power / signaling overhead to the UE, which goes against principle 3. 
Thus, we propose to reuse MDT framework as baseline.  
Proposal 3: For NW-sided model of AI/ML based beam management, reuse MDT framework as baseline to report dataset to NW for model training.   
Then, RAN2 has discussed necessary enhancement of MDT for NW-sided data collection in study item phase. We summarized the requirements in below 2 aspects:
1) Support flexible data logging for the UEs in RRC_CONNECTED state.
2) Support reporting L1 measurement (e.g. L1 RSRP, beam index).
We suggest RAN2 to confirm these MDT enhancement requirements.
Proposal 4: Following SI conclusion, RAN2 enhance MDT for NW-sided data collection of AI/ML based beam management from below aspects:
1) Support flexible data logging for the UEs in RRC_CONNECTED state.
2) Support reporting L1 measurement (e.g. L1 RSRP, beam index).
Finally, one controversial issue in study item phase is whether to use immediate MDT or logged MDT as baseline framework. To address this issue, we provide analysis on the potential spec impacts on immediate MDT and logged MDT in Table.1. 
	
	Immediate MDT
	Logged MDT

	Network Architecture
	Involve OAM, AMF, UDM, gNB and TCE
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(Example with signaling based immediate MDT)
	Involve OAM, AMF, UDM, gNB and TCE
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	Supported RRC state
	RRC_CONNECTED
	RRC_IDLE and RRC_INACTIVE
· The UE will pause measurement and logging when entering RRC_CONNECTED and resume when returning to RRC_IDLE or RRC_INACTIVE.
· The UE continues measurement & logging if state transition between RRC_IDLE and RRC_INACTIVE

	Support data logging?
	No (reuse L3 measurement framework, all reporting is latest one-shot measurement) 
	Yes, but only when the UE is in RRC_IDLE or RRC_INACTIVE

	Data contents to collect and report
	· M1: DL signal quantities measurement results for the serving cell and neighbor cells (RSRP, RSRQ, SINR), including cell/beam level measurement.
· M2: Power Headroom.
· M4: DL/UL PDCP SDU Data Volume.
· M5: DL/UL average UE throughput measurement.
· M6: DL/UL packet Delay measurement.
· M7: DL/UL packet loss rate measurement.
· M8: RSSI measurement for WLAN/Bluetooth.
· M9: RTT Measurement for WLAN.
· UE location. 
	· Time Stamp
· Serving Cell measurement, including cell/beam level measurement.            
· Neighbor NR Cell measurement, including cell/beam level measurement.            
· Neighbor LTE Cell measurement.  
· WLAN measurement
· Bluetooth measurement          
· Indication of AnyCellSelection
· Indication of inDeviceCoex 
· UE location

	Reporting type
	· Periodical reporting
· Event trigger: reuse RRM event A1-A6 
	· Periodical logging
· Event trigger logging: 
· Event L1: when UE enters any cell selection.
· Event L2: when serving cell RSRP/RSRQ < threshold

	Gap with NW-sided data collection
	· Network Architecture: no gap if training data is still collected in TCE.
· Supported RRC state: Yes, if positioning in INACTIVE state is not in scope. 
· Support data logging: No
· Data to collect and report: No, only L2/L3 measurements are supported. Need to include L1 measurement.
· Reporting type: Yes, already support period, event-based, and on-demand reporting. FFS whether new event needed.
	· Network Architecture: no gap if training data is still collected in TCE.
· Supported RRC state: No, logging is paused in RRC_CONNECTED state.
· Support data logging: Yes.
· Data to collect and report: No, only L2/L3 measurements are supported. Need to include L1 measurement.
· Reporting type: Yes, already support period, event-based, and on-demand reporting. FFS whether new event needed.


Table.1 Spec gap analysis on immediate MDT and logged MDT for training data collection
Based on Table.1, we think both immediate MDT and logged MDT have spec gap to support NW-sided training data collection. We think further study is needed. As starting point, we propose to agree the gap analysis for further study.    
Proposal 5: Both immediate MDT and logged MDT can be considered as baseline framework of NW-sided training data collection. To facilitate further discussion, RAN2 agree the below spec gap analysis as starting point.
	
	Immediate MDT
	Logged MDT

	Gap with NW-sided data collection for AI/ML beam management
	Network Architecture
	No gap if training data is still collected in TCE.
	No gap if training data is still collected in TCE.

	
	Supported RRC state
	Yes, if positioning in RRC_INACTIVE state is not in scope. 
	No, logging is paused in RRC_CONNECTED state.

	
	Support data logging
	No
	Yes

	
	Data to collect and report
	No, only L2/L3 measurements are supported. Need to include L1 measurement.
	No, only L2/L3 measurements are supported. Need to include L1 measurement.

	
	Reporting type
	Yes, already support period, event-based, and on-demand reporting. FFS whether new event needed.
	Yes, already support period, event-based, and on-demand reporting. FFS whether new event needed.



2.4 NW-sided data collection for AI/ML based positioning
In Section 7.2.1.3.1 of TR 38.843 [2], conclusion of NW-sided data collection for positioning is captured as illustrated below:
From Section 7.2.1.3.1 of TR 38.843
For positioning use cases, when considering LMF-side inference, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF. While for LMF-side performance monitoring, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
Based on above conclusion, it seems to be straight forward to extend LPP for case 2b and NPPRa for case 3b. Thus, we propose:
Proposal 6: For NW-sided model of case 2b of AI/ML based positioning, extend LPP to report dataset from UE to LMF for model training.  
Proposal 7: For NW-sided model of case 3b of AI/ML based positioning, extend NPPRa to report dataset from gNB to LMF for model training.  
Finally, in case 3a, gNB performs inference based on new type of SRS transmitted by the UE, and then sends inference output (rather than dataset) to LMF. In another word, there is no dataset transfer between different entities. We also provide detailed procedure and analysis in our companion contribution [5].
Observation 5: In case 3a of AI/ML based positioning, gNB performs inference based on new type of SRS transmitted by the UE, and then sends inference output (rather than dataset) to LMF. So, there is no dataset transfer between different entities.
Thus, case 3a doesn’t need to enhance data collection. We suggest RAN2 to confirm this understanding.
Proposal 8: For NW-sided model of case 3a of AI/ML based positioning, it doesn’t need to enhance data collection because there is no dataset transfer between different entities.  

3 Conclusion
In this contribution, we share our view on NW-sided data collection. Our Observation are: 
Observation 1: According to RAN1 reply LS on part A and on part B, below latency requirements can be observed:
· Model training: it has “relaxed” latency requirement for all use cases.
· Inference: it has “time-critical” latency requirement for all use cases.
· Performance monitoring: it has “near-real-time” latency requirement for all use cases.
Observation 2: RRC and MAC-CE can’t satisfy the requirement of “Time-critical” (a few msecs). MAC-CE may be considered for “Near-real-time” but generally whether to use DCI or MAC-CE is decided by RAN1.
Observation 3: L1 CSI reporting framework can’t work for NW-sided data collection of model training because:
1) L1 signaling can’t report large data size in one message for data collection of model training. 
2) L1 signaling with multiple messages will cause high burden of measurements / reporting in UE side.
3) L1 CSI reporting framework don’t support OAM-centric data collection.
4) L1 CSI reporting framework don’t support event-based report.
Observation 4: To report training data with payload 100bit~1.5Mbits, the NW must configure a short report interval for L1 signaling, which requires the UE to frequently initiate / stop measurement/reporting procedure. It will put high requirements on memory / power / signaling overhead to the UE, which goes against principle 3. 
Observation 5: In case 3a of AI/ML based positioning, gNB performs inference based on new type of SRS transmitted by the UE, and then sends inference output (rather than dataset) to LMF. So, there is no dataset transfer between different entities.

Based on observations, our proposals can be found below:
Requirement of NW-sided data collection
Proposal 1: For NW-sided data collection, RAN2 agree another design principle is that UE’s security and privacy requirements need to be satisfied. 
RAN2 scope of NW-sided data collection
Proposal 2: For NW-sided data collection, RAN2 focus on signaling design for model training for now, i.e., leave signaling framework design for inference and monitoring to RAN1.
NW-sided data collection for AI/ML based beam management
Proposal 3: For NW-sided model of AI/ML based beam management, reuse MDT framework as baseline to report dataset to NW for model training.   
Proposal 4: Following SI conclusion, RAN2 enhance MDT for NW-sided data collection of AI/ML based beam management from below aspects:
1) Support flexible data logging for the UEs in RRC_CONNECTED state.
2) Support reporting L1 measurement (e.g. L1 RSRP, beam index).
Proposal 5: Both immediate MDT and logged MDT can be considered as baseline framework of NW-sided training data collection. To facilitate further discussion, RAN2 agree the below spec gap analysis as starting point.
	
	Immediate MDT
	Logged MDT

	Gap with NW-sided data collection for AI/ML beam management
	Network Architecture
	No gap if training data is still collected in TCE.
	Gap with NW-sided data collection for AI/ML beam management

	
	Supported RRC state
	Yes, if positioning in RRC_INACTIVE state is not in scope. 
	No, logging is paused in RRC_CONNECTED state.

	
	Support data logging
	No
	Yes.

	
	Data to collect and report
	No, only L2/L3 measurements are supported. Need to include L1 measurement.
	No, only L2/L3 measurements are supported. Need to include L1 measurement.

	
	Reporting type
	Yes, already support period, event-based, and on-demand reporting. FFS whether new event needed.
	Yes, already support period, event-based, and on-demand reporting. FFS whether new event needed.



NW-sided data collection for AI/ML based positioning
Proposal 6: For NW-sided model of case 2b of AI/ML based positioning, extend LPP to report dataset from UE to LMF for model training.  
Proposal 7: For NW-sided model of case 3b of AI/ML based positioning, extend NPPRa to report dataset from gNB to LMF for model training.  
Proposal 8: For NW-sided model of case 3a of AI/ML based positioning, it doesn’t need to enhance data collection because there is no dataset transfer between different entities.  
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