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1 Introduction
The Rel-19 WID of AI/ML for air interface (WID RP-234039) was agreed in RAN#102 [1]. The WI objective on general LCM framework, including applicable conditions, is led by RAN2 which is copied below: · AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models


Meanwhile, both WID objectives of AI/ML based management and AI/ML based positioning include how to ensure consistency between training and inference regarding NW-side additional conditions for inference at UE.· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
…omit RAN1 part…
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
…omit RAN1 part…
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


In this contribution, we share our view on general LCM framework design for UE-sided model. Specifically, we discuss the following aspects: 
· General LCM framework for UE-sided model to cover all the use cases studied by RAN1
· It covers UE-sided model of beam management, CSI prediction and Case 1/2a of positioning.
· UE capability and applicable conditions
· UE capability
· UE-sided additional conditions
· NW-sided additional conditions
2 Discussion 
2.1 General LCM framework for UE-sided model
In this section, we discuss general LCM framework for UE-sided model. First, as RAN1 has on-going normative work on AI/ML based beam management and positioning, it is not clear how RAN2 can design general LCM framework based on unfinished RAN1 work. We think that one feasible way is based on solutions captured in TR 38.843 as starting point [2]. Meanwhile, it is worth clarification that it doesn’t imply support for all potential management (e.g. monitoring performed in UE side). Whether one AI/ML functionality is supported is up to RAN1 in normative phase.       
Proposal 1: RAN2 design the general LCM signaling framework based on solutions captured in TR 38.843 as starting point. But it doesn’t imply support for all potential management (e.g. monitoring performed in UE side), which is finally decided by RAN1 in normative phase. 
The general LCM procedure of UE-sided model is illustrated in Figure.1 and Figure.2 to cover UE-sided model of beam management, CSI prediction and Case 1/2a of positioning. We have two alternatives because TR 38.843 captured options of both UE and NW (gNB or LMF) making performance monitoring decision [2]: 
· Alt-1: NW makes decision on functionality management based on its implementation or upon reception of UE request and indicates the decision to the UE (Figure 1).
· Alt-2: UE makes decision on functionality management based on NW configured conditions (Figure 2).
Observation 1: General LCM procedure of UE-sided model needs two alternatives because TR 38.843 captured options of both UE and NW (gNB or LMF) making performance monitoring decision.
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Figure.1: Illustration of general LCM framework for Alt-1 of UE-sided model 
[image: A screen shot of a computer
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Figure.2: Illustration of general LCM framework for Alt-2 of UE-sided model 
In Figure.1 and Figure.2, the steps with bold font are expected to have RAN1 / RAN2 spec impacts, and the analysis for these steps are summarized in Table. 1.   
	Step#
	Descriptions of potential RAN2 impacts
	Analysis

	Step 1
	UE capability reporting
	· Reuse existing capability signaling (UECapabilityEnquiry/Information and LPP).
· Wait RAN1 on feature/FG. 

	Step 2/3
	Signaling exchange on NW-sided additional condition(s) and/or UE-sided additional condition(s)
	· Introduce indication in form of dataset ID on NW-sided additional / applicable condition.
· Signaling to report reactive and proactive UE-sided additional / applicable condition.

	Step 4
	Configuration of data collection
	Extend existing RRC configuration on L1/L3 measurement.

	Step 7
	Configuration of inference and performance monitoring
	Extend existing RRC configuration on L1/L3 measurement and CHO.

	Step 8
	Indication of functionality for inference
	RRC/LPP signaling as baseline. Further discuss MAC-CE and DCI.

	Step 10
	Signaling to report inference output
	Wait RAN1 conclusion (UCI, MAC-CE or RRC) due to latency requirement for reporting.

	Step 11
(Alt-1)
	Signaling to report monitoring metric/label 
	Wait RAN1 conclusion (UCI, MAC-CE or RRC) due to latency requirement for reporting.

	Step 12
(Alt-2)
	Management request from UE to NW
	· Specify trigger condition or leave it to UE implementation.
· RRC/LPP signaling as baseline

	Step 14 (Alt-1)
	Management instruction from NW to UE, including model activation/deactivation/switch/fallback
	· RRC/LPP signaling as baseline. Further discuss MAC-CE and DCI.
· No need to specify monitor metric.

	Step 12
(Alt-2)
	Management decision in UE, and optional reporting to NW 
	· Specify conditional management decision and RRC/LPP signaling as baseline. 


Table 1: RAN2 potential specification impacts to support UE-sided model.
To facilitate discussion, we suggest RAN2 to agree the general LCM procedure of UE-sided model illustrated in Figure.1 and Figure.2, and further study RAN2 spec impact and which signaling can be left to RAN1.  
Proposal 2: To facilitate discussion, RAN2 agree the below two alternatives of general LCM procedures of UE-sided model illustrated in Figure.1-Figure.2 to cover UE-sided model of beam management, CSI prediction and Case 1/2a of AI/ML based positioning. The main differences of 2 alternatives are in performance monitoring:
· Alt-1: NW makes decision on functionality management based on its implementation or upon reception of UE request and indicates the decision to the UE (Figure 1).
· Alt-2: UE makes decision on functionality management based on NW configured conditions (Figure 2).
Proposal 3: For UE-sided model, RAN2 potential specification impacts are illustrated in Table 1.
	Step#
	Descriptions of potential RAN2 impacts
	Analysis

	Step 1
	UE capability reporting
	· Reuse existing capability signaling (UECapabilityEnquiry/Information and LPP).
· Wait RAN1 on feature/FG. 

	Step 2/3
	Signaling exchange on NW-sided additional condition(s) and/or UE-sided additional condition(s)
	· Introduce indication in form of dataset ID on NW-sided additional / applicable condition.
· Signaling to report reactive and proactive UE-sided additional / applicable condition.

	Step 4
	Configuration of data collection
	Extend existing RRC configuration on L1/L3 measurement.

	Step 7
	Configuration of inference and performance monitoring
	Extend existing RRC configuration on L1/L3 measurement and CHO.

	Step 8
	Indication of functionality for inference
	RRC/LPP signaling as baseline. Further discuss MAC-CE and DCI.

	Step 10
	Signaling to report inference output
	Wait RAN1 conclusion (UCI, MAC-CE or RRC) due to latency requirement for reporting.

	Step 11
(Alt-1)
	Signaling to report monitoring metric/label 
	Wait RAN1 conclusion (UCI, MAC-CE or RRC) due to latency requirement for reporting.

	Step 12
(Alt-2)
	Management request from UE to NW
	· Specify trigger condition or leave it to UE implementation.
· RRC/LPP signaling as baseline

	Step 14 (Alt-1)
	Management instruction from NW to UE, including model activation/deactivation/switch/fallback
	· RRC/LPP signaling as baseline. Further discuss MAC-CE and DCI.
· No need to specify monitor metric.

	Step 12
(Alt-2)
	Management decision in UE, and optional reporting to NW 
	· Specify conditional management decision and RRC/LPP signaling as baseline. 


Table 1: RAN2 potential specification impacts to support UE-sided model.
Based on our analysis in Table 1, we propose that RAN2 can specify the signaling and procedure of the following aspects:
· Step 2/3: Signaling to exchange NW-sided additional condition(s) and/or UE-sided additional condition(s).
· Note that we discuss it in Section 2.2.2 and Section 2.2.3 of this contribution.
· Step 4: Extend existing RRC configuration on L1 / L3 measurement to support training configuration.
· RRC configuration on L1 measurement: CSI-MeasConfig
· RRC configuration on L3 measurement: MeasConfig
· Step 7: Extend existing RRC configuration on L1 / L3 measurement and CHO to support inference and performance monitoring configuration.
· CHO-similar configuration may be needed to support Alt-2 of UE making monitoring decision.
· Step 8: RRC/LPP signaling as baseline for indication of AI/ML functionality for inference.
· Whether DCI or MAC-CE are also supported can be further studied.
· For steps related to functionality management (i.e., Step 12/14 of Figure.1 and Step 12 of Figure.2), it is not clear whether RAN1 or RAN2 to specify their signaling for now. Since RAN2 is leading the WID objective of general LCM framework, we think RAN2 should first study it. 
Observation 2: For steps related to functionality management, it is not clear whether RAN1 or RAN2 to specify their signaling for now. Since RAN2 is leading the WID objective of general LCM framework, RAN2 should first study it. 
Thus, we propose:
Proposal 4: For UE-sided model, RAN2 specify the signaling and procedure of the following aspects:
· Signaling to exchange NW-sided additional condition(s) and/or UE-sided additional condition(s).
· Extend existing RRC configuration on L1 / L3 measurement to support training configuration.
· Extend existing RRC configuration on L1 / L3 measurement and CHO to support inference and performance monitoring configuration.
· RRC/LPP signaling as baseline for indication of AI/ML functionality for inference.
Then, for steps related to functionality management, we think RAN2 should further study the below aspects:
· For performance monitoring Alt-1 (i.e. NW makes monitoring decision)
· Step 12 of Figure.1: if the UE sends a management request to the NW:
· Whether RAN2 specify trigger condition or leave it to UE implementation?
· What is the signaling for send the management request?
· Step 14 of Figure.1: What is the signaling to send management instruction from NW to UE?
· For performance monitoring Alt-2 (i.e. UE makes monitoring decision)
· Step 12 of Figure.2: if the UE sends management decision to NW:
· Specify condition for UE to make management decision.
· What is the signaling for reporting the management decision from UE to NW?
Thus, we propose:
Proposal 5: For UE-sided model, if NW makes decision on performance monitoring, RAN2 study the following aspects:
· If the UE sends a management request to the NW, RAN2 study whether to specify trigger condition or leave it to UE implementation, and the signaling to send the request.
· RAN2 study the signaling to send management instruction from NW to UE.
Proposal 6: For UE-sided model, if UE makes decision on performance monitoring, RAN2 study the following aspects:
· RAN2 study how to specify condition for UE to make management decision.
· RAN2 study the signaling to report the management decision from UE to NW.
Meanwhile, we suggest RAN2 to wait RAN1 input on the signaling design of below aspects:
· Step 10: Signaling to report inference output from UE to NW
· Step 11 of Alt-1: Signaling to report monitoring metric/label from UE to NW
This is because they have strict latency and payload size requirements, according to RAN1 LS [3] received in SI phase:
Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.
 
Proposal 7: For UE-sided model, RAN2 wait RAN1 input on the signaling design of below aspects due to their strict latency and payload size requirements:
· Signaling to report inference output from UE to NW.
· Signaling to report monitoring metric/label from UE to NW, if NW makes monitoring decision.
2.2 UE capability and applicable conditions
2.2.1 UE capability
In TR 38.843 [2], it has captured that the legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG. Therefore, we think it is straight forward to follow legacy Feature / FG framework and RAN2 can wait RAN1 on their detailed granularity as usual business. 
7.3.1.5 UE capability reporting
The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG. Therefore, for CSI and beam management use cases, this information is indicated in UE AS capability in RRC (e.g., UECapabilityEnquiry/UECapabilityInformation). While for positioning use cases, it is indicated by the positioning capability as defined in LPP.
Further discussions concerning UE capability details (e.g., granularity of Feature/FG, content, structure of the related UE capabilities, etc.) can be carried during a normative phase.
One may argue whether the legacy Feature / FG framework may not well cover the reporting per AI/ML model. However, as clearly stated in WID objective, model ID based LCM is considered only if justified. Since RAN1 is still studying whether to specify model identification, we think RAN2 can wait RAN1 conclusion to decide whether to consider reporting per AI/ML model.  · AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models


Observation 3: WID objective clearly states that model ID based LCM is considered only if justified. Since RAN1 is still studying whether to specify model identification, RAN2 can wait RAN1 conclusion to decide whether to consider reporting per AI/ML model.  
Thus, we propose RAN2 can confirm to use legacy Feature / FG framework as starting point.
Proposal 8: As a starting point, the granularity of UE capability in UE-sided model follows legacy Feature / FG framework. RAN2 wait RAN1 on details.
2.2.2 UE-sided additional conditions
In TR 38.843 [2], it has captured the motivation of UE-sided additional / applicable conditions and two kinds of UE-sided reporting (i.e. reactive reporting and proactive reporting):7.2.1.6	Reporting applicability-related information
AI/ML models for a given use case may be tailored towards and applicable to specific scenarios, locations, configuration, deployments, among other factors. In this regard, it is acknowledged that AI/ML models may undergo updates, such as model changes, as an inherent part of their development. Therefore, to ensure efficient network control and management, especially associated to what concerns the UE-side, UEs might have the ability to indicate relevant information about their supported AI/ML models and concerning AI/ML functionalities to the network. This can allow the network to perform decisions regarding, e.g., the (de)activation, or switching of AI/ML functionalities and AI/ML models.
The previously mentioned information could in principle be understood as “applicability-related information” in which the UE could, for example, report to the network conditions under which a model/functionality is applicable/suitable, or whether model(s)/functionality(es) are (non)applicable under the current context. Note, however, that the existing UE capability reporting framework cannot be used for such purposes. 
[bookmark: _Hlk149853075]Note: How and whether there is a need to enable UEs to report applicability-related information can be further discussed and defined in a normative phase. Mechanisms such as UE Assistance Information can eventually be used as example. 
Two UE reporting types are identified to convey this additional information:
· “reactive” reporting, and
· “proactive” reporting.
A reactive reporting would involve the UE to provide information to the network upon receiving an action from it.
While a proactive reporting would involve the UE to provide information to the network without necessarily receiving an action from it. For example, the UE might proactively inform the RAN of updates/changes to its supported model(s) or functionality(es).
Note: Whether necessary signalling from network is needed for proactive UE reporting can be discussed in a normative phase.



We think that the first two paragraphs of above text in TR 38.843 clearly explained the motivation to introduce reporting of UE-sided additional / applicable conditions. Although RAN1 has not specified detailed metric of UE-sided applicable / additional conditions, we have below examples to justify its necessity:
· Some AI/ML functionalities supported by the UE may not work well in UE’s current environment, and the UE doesn’t prefer to report environment information to the NW because it is UE’s privacy.  
· For example, assume one UE supports AI/ML assisted positioning functionality with LOS indicator model output. When the UE is currently located in indoor scenario, it is not appropriate to use this AI/ML feature. And the UE doesn’t prefer to share its location information to the NW.
· Due to some restriction of the UE’s internal status (e.g. high memory usage, low battery), it may prefer to use a subset of supported AI/ML functionalities. 
Observation 4: Although RAN1 has not specified detailed metric of UE-sided applicable / additional conditions, below examples can justify its necessity:
· Some AI/ML functionalities supported by the UE may not work well in UE’s current environment, and the UE doesn’t prefer to report environment information to the NW because it is UE’s privacy.  
· Due to some restriction of the UE’s internal status (e.g. high memory usage, low battery), it may prefer to use a subset of supported AI/ML functionalities. 
Then, regarding to reactive reporting and proactive reporting, we think both should be supported: 
· Reactive reporting can be used for the UE to feedback applicability status for each NW configured AI/ML functionality (i.e. 1bit indication on whether the configured AI/ML functionality is applicable or not).
· As it is straight forward for the NW to reuse RRCReconfiguraiton message to configure the AI/ML functionalities, the reactive reporting can reuse the acknowledge message of RRCReconfiguraiton (i.e., RRCReconfiguraitonComplete). 
· Proactive reporting can be used for the UE to feedback its applicable AI/ML functionalities without NW configuration.
· The reporting is triggered due to change on environment (e.g. outdoorindoor) or change on its internal status (e.g. low battery). However, to hide its implementation, the UE doesn’t explicitly report the change but instead reports updated applicable AI/ML functionalities.
· As agreed in SI phase, it is straight forward to reuse UAI for proactive reporting. 
[image: A screenshot of a computer
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Figure.3: Illustration of procedure of reactive and proactive reporting 
Finally, as illustrated in Figure.3, the UE may use both reactive reporting and proactive reporting. And in this case, the list of applicable AI/ML functionalities reported via UAI in step 7 (i.e. proactive reporting) may not overlap with the list reported via RRCReconfiguraitonComplete in step 4 (i.e. reactive reporting).
Observation 5: For reactive reporting, although it is triggered due to change on environment (e.g. outdoorindoor) or change on its internal status (e.g. low battery), the UE may not explicitly report the change but instead reports updated applicable AI/ML functionalities, to hide its implementation. 
Thus, we propose:
Proposal 9: Support reactive reporting of UE-sided additional / applicable conditions, i.e., NW configures a list of AI/ML functionalities via RRCReconfiguraiton message, and the UE reports a bitmap on whether the configured AI/ML functionalities are applicable via RRCReconfiguraitonComplete message.
Proposal 10: Support proactive reporting of UE-sided additional / applicable conditions, i.e., the UE reports its applicable AI/ML functionalities via UAI message without configuration from NW.
2.2.3 NW-sided additional conditions
In TR 38.843 [2], it has captured the understanding of NW-sided additional conditions and its possible use cases in section 4.2.3.4.2.3 Additional conditions
For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. Note: whether specification impact is needed is a separate discussion. 
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: 	the possibility that different approaches can achieve the same function is not denied



As highlighted above, NW-sided additional conditions are used to ensure consistence between training and inference for UE-sided model. Meanwhile, the WID objectives of beam management and positioning already include it.
Observation 6: According to section 4.2.3 of TR 38.843, NW-sided additional conditions are used to ensure consistence between training and inference for UE-sided model. And the WID objectives of beam management and positioning already include it.
Regarding to the 4 potential approaches listed above, we think the 1st approach (model identification) and 2nd approach (model transfer) can be postponed because they are still being studied in RAN1 and it is not clear whether they will be supported. Between 3rd approach and 4th approach, we prefer RAN2 to first focus on 3rd approach because RAN1 input on 4th approach is needed (i.e. it is not clear how monitoring assists to ensure consistency).   
Observation 7: For the 4 approaches on NW-sided additional conditions in section 4.2.3 of TR 38.843, the 1st approach (model identification) and 2nd approach (model transfer) can be postponed because RAN1 is studying them. And RAN1 input on 4th approach is needed because it is not clear how monitoring assists consistency.   
As illustrated in Figure.4, we think the simplest implementation of 3rd approach is that NW indicates the same dataset ID in “data collection configuration” of step 4 and “configuration of inference and monitoring” of step 7. In AI/ML based beam management, it is used to indicate the association between set A and set B. And in CSI compression, it is used to align the antenna virtualization pattern used in training and inference. 
Proposal 11: For UE-sided model, NW-sided additional conditions are used to ensure data collection consistency between training and inference via NW indicating the same dataset ID in “data collection configuration” and “configuration of inference and monitoring”. 
Finally, we discuss whether the dataset ID is cell specific or global unique. We think it should be PLMN unique because of below considerations:
1) At least in case 2b/3b of AI/ML based positioning, it is LMF to configure the data collection, and thereby the dataset ID included in data collection configuration from LMF can only be PLMN unique.
2) If dataset ID is cell specific, it means that the UE needs to train cell specific AI/ML model because UE is not aware the underlaying NW implementation behind the ID (e.g. NW’s beam design). It will make solution quite complicated and not scalable.
[image: ]
Figure.4: Illustration of consistency between training and inference
Observation 8: The dataset ID should be PLMN unique rather than cell specific because of below consideration:   
1) At least in case 2b/3b of AI/ML based positioning, it is LMF to configure the data collection, and thereby the dataset ID included in data collection configuration from LMF can only be PLMN unique.
2) If dataset ID is cell specific, the UE needs to train cell specific AI/ML model because it is not aware the underlaying NW implementation behind the ID. It will make solution complicated and not scalable.
Thus, we propose to confirm dataset ID is PLMN unique. The detailed mechanism to assign dataset ID can be further studied. 
Proposal 12: Dataset ID is PLMN unique. FFS the detailed mechanism to assign dataset ID.
3 Conclusion
In this contribution, we share our view on general LCM framework design for UE-sided model. Our observations are:
Observation 1: General LCM procedure of UE-sided model needs two alternatives because TR 38.843 captured options of both UE and NW (gNB or LMF) making performance monitoring decision.
Observation 2: For steps related to functionality management, it is not clear whether RAN1 or RAN2 to specify their signaling for now. Since RAN2 is leading the WID objective of general LCM framework, RAN2 should first study it. 
Observation 3: WID objective clearly states that model ID based LCM is considered only if justified. Since RAN1 is still studying whether to specify model identification, RAN2 can wait RAN1 conclusion to decide whether to consider reporting per AI/ML model.  
Observation 4: Although RAN1 has not specified detailed metric of UE-sided applicable / additional conditions, below examples can justify its necessity:
· Some AI/ML functionalities supported by the UE may not work well in UE’s current environment, and the UE doesn’t prefer to report environment information to the NW because it is UE’s privacy.  
· Due to some restriction of the UE’s internal status (e.g. high memory usage, low battery), it may prefer to use a subset of supported AI/ML functionalities. 
Observation 5: For reactive reporting, although it is triggered due to change on environment (e.g. outdoorindoor) or change on its internal status (e.g. low battery), the UE may not explicitly report the change but instead reports updated applicable AI/ML functionalities, to hide its implementation. 
Observation 6: According to section 4.2.3 of TR 38.843, NW-sided additional conditions are used to ensure consistence between training and inference for UE-sided model. And the WID objectives of beam management and positioning already include it.
Observation 7: For the 4 approaches on NW-sided additional conditions in section 4.2.3 of TR 38.843, the 1st approach (model identification) and 2nd approach (model transfer) can be postponed because RAN1 is studying them. And RAN1 input on 4th approach is needed because it is not clear how monitoring assists consistency.   
Observation 8: The dataset ID should be PLMN unique rather than cell specific because of below consideration:   
1) At least in case 2b/3b of AI/ML based positioning, it is LMF to configure the data collection, and thereby the dataset ID included in data collection configuration from LMF can only be PLMN unique.
2) If dataset ID is cell specific, the UE needs to train cell specific AI/ML model because it is not aware the underlaying NW implementation behind the ID. It will make solution complicated and not scalable.

Based on observations, our proposals can be found below:
General LCM framework
Proposal 1: RAN2 design the general LCM signaling framework based on solutions captured in TR 38.843 as starting point. But it doesn’t imply support for all potential management (e.g. monitoring performed in UE side), which is finally decided by RAN1 in normative phase. 
Proposal 2: To facilitate discussion, RAN2 agree the below two alternatives of general LCM procedures of UE-sided model illustrated in Figure.1-Figure.2 to cover UE-sided model of beam management, CSI prediction and Case 1/2a of AI/ML based positioning. The main differences of 2 alternatives are in performance monitoring:
· Alt-1: NW makes decision on functionality management based on its implementation or upon reception of UE request and indicates the decision to the UE (Figure 1).
· Alt-2: UE makes decision on functionality management based on NW configured conditions (Figure 2).
Proposal 3: For UE-sided model, RAN2 potential specification impacts are illustrated in Table 1.
	Step#
	Descriptions of potential RAN2 impacts
	Analysis

	Step 1
	UE capability reporting
	· Reuse existing capability signaling (UECapabilityEnquiry/Information and LPP).
· Wait RAN1 on feature/FG. 

	Step 2/3
	Signaling exchange on NW-sided additional condition(s) and/or UE-sided additional condition(s)
	· Introduce indication in form of dataset ID on NW-sided additional / applicable condition.
· Signaling to report reactive and proactive UE-sided additional / applicable condition.

	Step 4
	Configuration of data collection
	Extend existing RRC configuration on L1/L3 measurement.

	Step 7
	Configuration of inference and performance monitoring
	Extend existing RRC configuration on L1/L3 measurement and CHO.

	Step 8
	Indication of functionality for inference
	RRC/LPP signaling as baseline. Further discuss MAC-CE and DCI.

	Step 10
	Signaling to report inference output
	Wait RAN1 conclusion (UCI, MAC-CE or RRC) due to latency requirement for reporting.

	Step 11
(Alt-1)
	Signaling to report monitoring metric/label 
	Wait RAN1 conclusion (UCI, MAC-CE or RRC) due to latency requirement for reporting.

	Step 12
(Alt-2)
	Management request from UE to NW
	· Specify trigger condition or leave it to UE implementation.
· RRC/LPP signaling as baseline

	Step 14 (Alt-1)
	Management instruction from NW to UE, including model activation/deactivation/switch/fallback
	· RRC/LPP signaling as baseline. Further discuss MAC-CE and DCI.
· No need to specify monitor metric.

	Step 12
(Alt-2)
	Management decision in UE, and optional reporting to NW 
	· Specify conditional management decision and RRC/LPP signaling as baseline. 


Table 1: RAN2 potential specification impacts to support UE-sided model.
Proposal 4: For UE-sided model, RAN2 specify the signaling and procedure of the following aspects:
· Signaling to exchange NW-sided additional condition(s) and/or UE-sided additional condition(s).
· Extend existing RRC configuration on L1 / L3 measurement to support training configuration.
· Extend existing RRC configuration on L1 / L3 measurement and CHO to support inference and performance monitoring configuration.
· RRC/LPP signaling as baseline for indication of AI/ML functionality for inference.
Proposal 5: For UE-sided model, if NW makes decision on performance monitoring, RAN2 study the following aspects:
· If the UE sends a management request to the NW, RAN2 study whether to specify trigger condition or leave it to UE implementation, and the signaling to send the request.
· RAN2 study the signaling to send management instruction from NW to UE.
Proposal 6: For UE-sided model, if UE makes decision on performance monitoring, RAN2 study the following aspects:
· RAN2 study how to specify condition for UE to make management decision.
· RAN2 study the signaling to report the management decision from UE to NW.
Proposal 7: For UE-sided model, RAN2 wait RAN1 input on the signaling design of below aspects due to their strict latency and payload size requirements:
· Signaling to report inference output from UE to NW.
· Signaling to report monitoring metric/label from UE to NW, if NW makes monitoring decision.
UE capability
Proposal 8: As a starting point, the granularity of UE capability in UE-sided model follows legacy Feature / FG framework. RAN2 wait RAN1 on details.
UE-sided additional conditions
Proposal 9: Support reactive reporting of UE-sided additional / applicable conditions, i.e., NW configures a list of AI/ML functionalities via RRCReconfiguraiton message, and the UE reports a bitmap on whether the configured AI/ML functionalities are applicable via RRCReconfiguraitonComplete message.
Proposal 10: Support proactive reporting of UE-sided additional / applicable conditions, i.e., the UE reports its applicable AI/ML functionalities via UAI message without configuration from NW.
NW-sided additional conditions
Proposal 11: For UE-sided model, NW-sided additional conditions are used to ensure data collection consistency between training and inference via NW indicating the same dataset ID in “data collection configuration” and “configuration of inference and monitoring”. 
Proposal 12: Dataset ID is PLMN unique. FFS the detailed mechanism to assign dataset ID.

4 References
[1] RP-234039, New WID: New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, Qualcomm.
[bookmark: specTitle][bookmark: specRelease][2] TR 38.843-v2.0.1, Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface (Release 18), 2023-12.
[3] R2-236906, LS out on Data Collection Requirements and Assumptions, vivo.
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