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1 Introduction
The Rel-19 WID of AI/ML for air interface (WID RP-234039) was agreed in RAN#102 [1]. The WI objective on general LCM framework is led by RAN2 which is copied below: · AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models


In this contribution, we share our view on general LCM framework design for NW-sided model. Specifically, we discuss the following aspects: 
· General LCM framework for NW-sided model to cover all the use cases studied by RAN1:
· General LCM framework of NW-sided model, which covers NW-sided model of beam management and Case 2b/3b of AI/ML based positioning.
· General LCM framework of gNB-sided model for positioning, which covers Case 3a of AI/ML based positioning.
· UE capability and applicable conditions
2 Discussion 
2.1 General LCM framework for NW-sided model
In this section, we discuss general LCM framework for NW-sided model. First, because RAN1 has on-going normative work on AI/ML based beam management and positioning, it is not clear how RAN2 can design general LCM framework based on unfinished RAN1 work. We think that one feasible way is based on solutions captured in TR 38.843 as starting point [2]. Meanwhile, it is worthwhile clarification that it doesn’t imply support for all potential management (e.g. monitoring performed in UE side). All the supported AI/ML functionalities are still up to RAN1 to decide in normative phase.       
Proposal 1: RAN2 design the general LCM signaling framework based on solutions captured in TR 38.843 as starting point. But it doesn’t imply support for all potential management (e.g. monitoring performed in UE side), which is finally decided by RAN1 in normative phase. 
Then, in the following two sub-sections, we provide two general LCM frameworks for NW-sided model to cover all the use cases studied by RAN1:
· Section 2.1.1: we provide a general LCM framework of NW-sided model, which covers NW-sided model of beam management and Case 2b/3b of AI/ML based positioning.
· Section 2.1.2: we provide a general LCM framework of gNB-sided model for positioning, which covers Case 3a of AI/ML based positioning.
Please note below 3 aspects: 
· The differentiation between NW-sided model and gNB-sided model for positioning is necessary because their signaling procedures are different as captured in TR 38.843 [2].  
· AI/ML based CSI prediction doesn’t need to be covered here because only UE-sided model will be supported, according to TR 38.843 [2].    
· AI/ML based CSI compression doesn’t need to be covered here because two-sided model is not in WID scope.
Observation 1: We need two general LCM frameworks to cover all use cases: NW-sided model (for NW-sided model of beam management and Case 2b/3b of AI/ML based positioning) and gNB-sided model for positioning (for Case 3a of positioning) because their signaling procedures are different according to TR 38.843.
Observation 2: General LCM framework for NW-sided model doesn’t need to cover AI/ML based CSI prediction and CSI compression, where the former only supports UE-sided model and the latter is out of scope.
2.1.1 General LCM framework of NW-sided model 
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Figure.1: Illustration of general LCM framework for NW-sided model
The general LCM procedure for NW-sided model is illustrated in Figure. 1 to cover NW-sided model of beam management and Case 2b/3b of AI/ML based positioning. The steps with bold font are expected to have RAN1 / RAN2 spec impacts, and the analysis for these steps are summarized in Table. 1.   
	Step#
	Descriptions of potential RAN2 impacts
	Analysis

	Step 1
	UE capability reporting
	· Reuse existing capability signaling (UECapabilityEnquiry/Information and LPP).
· Wait RAN1 on feature/FG. 

	Step 2/4
	Configuration of data collection, and signaling of dataset reporting for model training
	· For BM, reuse MDT framework as baseline.
· For positioning, extend existing LPP for case 2b and NPPRa for case 3b.

	Step 6
	Configuration for inference and monitoring
	Extend existing RRC configuration on L1/L3 measurement.

	Step 7
	Signaling of data/measurement for inference
	Wait RAN1 due to latency requirement for reporting.

	Step 10
	Signaling of dataset/metric/label reporting for performance monitoring
	Wait RAN1 due to latency requirement for reporting.


Table 1: RAN2 potential specification impacts to support NW-sided model.
To facilitate discussion, we suggest RAN2 to agree the general LCM procedure of NW-sided model illustrated in Figure.1, and further study RAN2 spec impact and which signaling can be left to RAN1.  
Proposal 2: To facilitate discussion, RAN2 agree the general LCM procedure of NW-sided model illustrated in Figure.1, which covers NW-sided model of beam management and Case 2b/3b of AI/ML based positioning.  
Proposal 3: For NW-sided model, RAN2 potential specification impacts are illustrated in Table 1.
	Step#
	Descriptions of potential RAN2 impacts
	Analysis

	Step 1
	UE capability reporting
	· Reuse existing capability signaling (UECapabilityEnquiry/Information and LPP).
· Wait RAN1 on feature/FG. 

	Step 2/4
	Configuration of data collection, and signaling of dataset reporting for model training
	· For BM, reuse MDT framework as baseline.
· For positioning, extend existing LPP for case 2b and NPPRa for case 3b.

	Step 6
	Configuration for inference and monitoring
	Extend existing RRC configuration on L1/L3 measurement.

	Step 7
	Signaling of data/measurement for inference
	Wait RAN1 due to latency requirement for reporting.

	Step 10
	Signaling of dataset/metric/label reporting for performance monitoring
	Wait RAN1 due to latency requirement for reporting.


Table 1: RAN2 potential specification impacts to support NW-sided model.
Based on our analysis in Table 1, we propose that RAN2 can specify the signaling and procedure for the following aspects:
· Step 2/4: Enhance / extend existing 3GPP data collection signaling frameworks for training data collection  
· For BM, enhance MDT framework with data / measurement logging for CONNECTED UEs.
· Please note that we provide design details in our companion contribution [3].
· For case 2b of positioning, extend LPP for training data collection.
· For case 3b of positioning, extend NPPRa for training data collection.
· Step 6: Extend existing RRC configuration on L1 / L3 measurement to support configuration of inference and monitoring. 
· RRC configuration on L1 measurement: CSI-MeasConfig
· RRC configuration on L3 measurement: MeasConfig
Proposal 4: For NW-sided model, RAN2 specify the signaling and procedure of the following aspects:
· For BM, enhance MDT framework with training data / measurement logging for CONNECTED UEs.
· For case 2b of positioning, extend LPP for training data collection. And for case 3b of positioning, extend NPPRa for training data collection.
· Extend existing RRC configuration on L1 / L3 measurement to support configuration of inference and monitoring.  
Meanwhile, we suggest RAN2 to wait RAN1 input on the signaling design of below aspects:
· Step 7: Data/measurement reporting on inference.
· Step 10: data/metric/label reporting on performance monitoring. 
This is because they have strict latency and payload size requirements, according to RAN1 LS [4] received in SI phase:
Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.
 
Proposal 5: For NW-sided model, RAN2 wait RAN1 input on the signaling design of below aspects due to their strict latency and payload size requirements:
· Data/measurement reporting on inference.
· Data/metric/label reporting on performance monitoring. 
2.1.2 General LCM framework of gNB-sided model for positioning
The general LCM procedure of gNB-sided model for positioning is illustrated in Figure.2 and Figure.3 to cover Case 3a of AI/ML based positioning. We have two alternatives because there are two feasible performance monitoring options (i.e. it is feasible to let either gNB or LMF make decision): 
· Alt-1: gNB makes decision on functionality management and indicates the instruction to LMF (Figure 2).
· Alt-2: LMF makes decision on functionality management based on dataset/metric reporting from gNB (Figure 3).
Please note that it is different from NW-sided model in Figure.1 where one single alternative is sufficient because it is expected that the same NW entity performing inference (i.e. gNB in BM and LMF in positioning) will perform monitoring.  
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Figure.2: Illustration of general LCM framework for Alt-1 of gNB-sided model for positioning
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Figure.3: Illustration of general LCM framework for Alt-2 of gNB-sided model for positioning
Observation 3: General LCM procedure of gNB-sided model for positioning needs two alternatives on different feasible solutions of performance monitoring (i.e. either gNB or LMF can make monitoring decision). 
Observation 4: In general LCM procedure of NW-sided model, the same NW entity performing inference (i.e. gNB in BM and LMF in positioning) will perform monitoring.
Same as Figure. 1, the steps with bold font are expected to have RAN1 / RAN2 spec impacts, and the analysis for these steps are summarized in Table. 2.   
	Step#
	Descriptions of potential RAN2 impacts
	Analysis

	Step 1
	UE capability reporting
	· Reuse existing capability signaling in LPP.
· Wait RAN1 on feature/FG. 

	Step 2
	Assistance information from LMF to gNB
	Wait RAN1 input to update NPPRa 

	Step 3
	Configuration of data collection
	Extend RRC configuration of SRS

	Step 8
	Signaling to indicate inference output to LMF
	Wait RAN1 input to update NPPRa

	Step 11 (Alt-1)
	Signaling to indicate management instruction from gNB to LMF.
	Wait RAN1 input to update NPPRa

	Step 10/12
(Alt-2)
	· Signaling to report data/metric/label for monitoring to LMF. 
· Signaling to indicate management instruction from LMF to gNB.
	Wait RAN1 input to update NPPRa


Table 2: RAN2 potential specification impacts to support gNB-sided model for positioning.
Like NW-sided model in section 2.1.1, we propose:
Proposal 6: To facilitate discussion, RAN2 agree the below 2 alternatives of general LCM procedures of gNB-sided model illustrated in Figure.2-Figure.3 to cover Case 3a of AI/ML based positioning. The main differences of 2 cases are in performance monitoring:
· Alt-1: gNB makes decision on functionality management and indicates instruction to LMF (Figure 2).
· Alt-2: LMF makes decision on functionality management based on dataset/metric reporting from gNB (Figure 3).
Proposal 7: For gNB-sided model for positioning, RAN2 potential specification impacts are illustrated in Table 2. 
	Step#
	Descriptions of potential RAN2 impacts
	Analysis

	Step 1
	UE capability reporting
	· Reuse existing capability signaling in LPP.
· Wait RAN1 on feature/FG. 

	Step 2
	Assistance information from LMF to gNB
	Wait RAN1 input to update NPPRa 

	Step 3
	Configuration of data collection
	Extend RRC configuration of SRS

	Step 8
	Signaling to indicate inference output to LMF
	Wait RAN1 input to update NPPRa

	Step 11 (Alt-1)
	Signaling to indicate management instruction from gNB to LMF.
	Wait RAN1 input to update NPPRa

	Step 10/12
(Alt-2)
	· Signaling to report data/metric/label for monitoring to LMF. 
· Signaling to indicate management instruction from LMF to gNB.
	Wait RAN1 input to update NPPRa


Table 2: RAN2 potential specification impacts to support gNB-sided model for positioning.
Based on our analysis in Table 2, we propose that RAN2 can specify the signaling and procedure of step 3 (i.e., configuration of data collection). Since it is gNB to perform inference based on new type of SRS transmitted by UE in this case, we think it is straight forward to reuse RRC configuration of SRS for configuration of data collection.
Proposal 8: For general LCM procedure of gNB-sided model for positioning, RAN2 specify signaling and procedure of training data collection by extending RRC configuration of SRS.
Similar to NW-sided model, we can leave it to RAN1 on the signaling and procedure design of below aspects because they have strict latency and payload size requirements [4]:
Proposal 9: For general LCM procedure of gNB-sided model for positioning, RAN2 wait RAN1 input on the signaling design of below aspects due to their strict latency and payload size requirements:
· Assistance information from LMF to gNB.
· Signaling to indicate inference output to LMF.
· Signaling to indicate management instruction from gNB to LMF, if gNB makes monitoring decision.
· Signaling to report data/metric/label for monitoring to LMF, if LMF makes monitoring decision.
· Signaling to indicate management instruction from LMF to gNB, if LMF makes monitoring decision.
2.2 UE capability and applicable conditions
2.2.1 UE capability
In TR 38.843 [2], it has captured that the legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG. Therefore, we think it is straight forward to follow legacy Feature / FG framework and RAN2 can wait RAN1 on their detailed granularity as usual business. 
7.3.1.5 UE capability reporting
The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG. Therefore, for CSI and beam management use cases, this information is indicated in UE AS capability in RRC (e.g., UECapabilityEnquiry/UECapabilityInformation). While for positioning use cases, it is indicated by the positioning capability as defined in LPP.
Further discussions concerning UE capability details (e.g., granularity of Feature/FG, content, structure of the related UE capabilities, etc.) can be carried during a normative phase.
One may argue whether the legacy Feature / FG framework may not well cover the reporting per AI/ML model. However, as clearly stated in WID objective, model ID based LCM is considered only if justified. Since RAN1 is still studying whether to specify model identification, we think RAN2 can wait RAN1 conclusion to decide whether to consider reporting per AI/ML model.  · AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models


Observation 5: WID objective clearly states that model ID based LCM is considered only if justified. Since RAN1 is still studying whether to specify model identification, RAN2 can wait RAN1 conclusion to decide whether to consider reporting per AI/ML model.  
Thus, we propose RAN2 can confirm to use legacy Feature / FG framework as starting point.
Proposal 10: As a starting point, the granularity of UE capability in NW-sided model follows legacy Feature / FG framework. RAN2 wait RAN1 on details.
2.2.2 Additional conditions
We understand additional / applicable conditions are only valid for UE-sided model because the NW needs to ensure the aligned understanding on UE behavior. However, for NW-sided model, everything is controlled by the NW. Thus, we don’t need to introduce additional / applicable conditions for NW-sided model. 
Observation 6: Additional / applicable conditions are only valid for UE-sided model because the NW needs to ensure the aligned understanding on UE behavior. 
Thus, we propose:
Proposal 11: RAN2 confirm that NW-sided model doesn’t need to introduce additional / applicable condition(s) because it is totally controlled by the NW.

3 Conclusion
In this contribution, we share our view on general LCM framework design for NW-sided model. Our observations are:
Observation 1: We need two general LCM frameworks to cover all use cases: NW-sided model (for NW-sided model of beam management and Case 2b/3b of AI/ML based positioning) and gNB-sided model for positioning (for Case 3a of positioning) because their signaling procedures are different according to TR 38.843.
Observation 2: General LCM framework for NW-sided model doesn’t need to cover AI/ML based CSI prediction and CSI compression, where the former only supports UE-sided model and the latter is out of scope.
Observation 3: General LCM procedure of gNB-sided model for positioning needs two alternatives on different feasible solutions of performance monitoring (i.e. either gNB or LMF can make monitoring decision). 
Observation 4: In general LCM procedure of NW-sided model, the same NW entity performing inference (i.e. gNB in BM and LMF in positioning) will perform monitoring.
Observation 5: WID objective clearly states that model ID based LCM is considered only if justified. Since RAN1 is still studying whether to specify model identification, RAN2 can wait RAN1 conclusion to decide whether to consider reporting per AI/ML model.  
Observation 6: Additional / applicable conditions are only valid for UE-sided model because the NW needs to ensure the aligned understanding on UE behavior. 

Based on observations, our proposals can be found below:
Proposal 1: RAN2 design the general LCM signaling framework based on solutions captured in TR 38.843 as starting point. But it doesn’t imply support for all potential management (e.g. monitoring performed in UE side), which is finally decided by RAN1 in normative phase. 
Proposal 2: To facilitate discussion, RAN2 agree the general LCM procedure of NW-sided model illustrated in Figure.1, which covers NW-sided model of beam management and Case 2b/3b of AI/ML based positioning.  
Proposal 3: For NW-sided model, RAN2 potential specification impacts are illustrated in Table 1.
	Step#
	Descriptions of potential RAN2 impacts
	Analysis

	Step 1
	UE capability reporting
	· Reuse existing capability signaling (UECapabilityEnquiry/Information and LPP).
· Wait RAN1 on feature/FG. 

	Step 2/4
	Configuration of data collection, and signaling of dataset reporting for model training
	· For BM, reuse MDT framework as baseline.
· For positioning, extend existing LPP for case 2b and NPPRa for case 3b.

	Step 6
	Configuration for inference and monitoring
	Extend existing RRC configuration on L1/L3 measurement.

	Step 7
	Signaling of data/measurement for inference
	Wait RAN1 due to latency requirement for reporting.

	Step 10
	Signaling of dataset/metric/label reporting for performance monitoring
	Wait RAN1 due to latency requirement for reporting.


Table 1: RAN2 potential specification impacts to support NW-sided model.
Proposal 4: For NW-sided model, RAN2 specify the signaling and procedure of the following aspects:
· For BM, enhance MDT framework with training data / measurement logging for CONNECTED UEs.
· For case 2b of positioning, extend LPP for training data collection. And for case 3b of positioning, extend NPPRa for training data collection.
· Extend existing RRC configuration on L1 / L3 measurement to support configuration of inference and monitoring.  
Proposal 5: For NW-sided model, RAN2 wait RAN1 input on the signaling design of below aspects due to their strict latency and payload size requirements:
· Data/measurement reporting on inference.
· Data/metric/label reporting on performance monitoring. 
Proposal 6: To facilitate discussion, RAN2 agree the below 2 alternatives of general LCM procedures of gNB-sided model illustrated in Figure.2-Figure.3 to cover Case 3a of AI/ML based positioning. The main differences of 2 cases are in performance monitoring:
· Alt-1: gNB makes decision on functionality management and indicates instruction to LMF (Figure 2).
· Alt-2: LMF makes decision on functionality management based on dataset/metric reporting from gNB (Figure 3).
Proposal 7: For gNB-sided model for positioning, RAN2 potential specification impacts are illustrated in Table 2.  
	Step#
	Descriptions of potential RAN2 impacts
	Analysis

	Step 1
	UE capability reporting
	· Reuse existing capability signaling in LPP.
· Wait RAN1 on feature/FG. 

	Step 2
	Assistance information from LMF to gNB
	Wait RAN1 input to update NPPRa 

	Step 3
	Configuration of data collection
	Extend RRC configuration of SRS

	Step 8
	Signaling to indicate inference output to LMF
	Wait RAN1 input to update NPPRa

	Step 11 (Alt-1)
	Signaling to indicate management instruction from gNB to LMF.
	Wait RAN1 input to update NPPRa

	Step 10/12
(Alt-2)
	· Signaling to report data/metric/label for monitoring to LMF. 
· Signaling to indicate management instruction from LMF to gNB.
	Wait RAN1 input to update NPPRa


Table 2: RAN2 potential specification impacts to support gNB-sided model for positioning.
Proposal 8: For general LCM procedure of gNB-sided model for positioning, RAN2 specify signaling and procedure of training data collection by extending RRC configuration of SRS.
Proposal 9: For general LCM procedure of gNB-sided model for positioning, RAN2 wait RAN1 input on the signaling design of below aspects due to their strict latency and payload size requirements:
· Assistance information from LMF to gNB.
· Signaling to indicate inference output to LMF.
· Signaling to indicate management instruction from gNB to LMF, if gNB makes monitoring decision.
· Signaling to report data/metric/label for monitoring to LMF, if LMF makes monitoring decision.
· Signaling to indicate management instruction from LMF to gNB, if LMF makes monitoring decision.
Proposal 10: As a starting point, the granularity of UE capability in NW-sided model follows legacy Feature / FG framework. RAN2 wait RAN1 on details.
Proposal 11: RAN2 confirm that NW-sided model doesn’t need to introduce additional / applicable condition(s) because it is totally controlled by the NW.
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