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1. Introduction 
RAN WID [1] has following objective for the store and forward solutions.
· [bookmark: OLE_LINK13]Support of Store&Forward (S&F) satellite operation with full eNB as regenerative payload, therefore:
· Define the necessary enhancements into E-UTRAN (network & UE) to support S&F operation for delay-tolerant services [RAN3, RAN2]
· At least specify necessary enhancements e.g. related to S1 protocol, especially to address the feeder link switch over as needed [RAN3]

Note: Strive to minimise UE impact.

Note: Coordination with SA2 (Rel-19 SA2 led Sat-Arch ph3 SI) is needed on the detail requirements (e.g. traffic type, or QoS parameters for S&F), network architecture (e.g. whether consider (partial) core network on satellite) etc.; further coordination with CT1 might be required
It is to note that the scope of this objective is to have none to minimal core network impact with full eNB on board. In this document, we provide some challenges related to the solutions, which need to be discussed. 
2. Discussion 
The main use of store and forward solution is to provide service to UEs in remote areas where ground gateway connections (feeder links) are not available. In this case, delay tolerant services could be provided to UE by collecting the UL data from UE and providing the DL response to UE in the next satellite visit time.
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Figure 1 Store and forward scenario
However, we can see in TR 23.700-29 that several solutions to the store and forward scenario have been considered. These different solutions may be targeted for different use cases of the store and forward solutions. It is also possible of having a solution with minimum RAN2 impact such as full eNB+MME on-board satellite where SIB indication that the cell is operating in S&F mode may be sufficient. However, for the first discussion in RAN2, we think RAN2’s scope needs to be clear on this e.g., whether the solution captured as solution#20 in TR 23.700-29 can be discussed by RAN2 with minimal to none core network impact. This would mean considering ONLY full eNB onboard satellite as what RAN objective specifies.



Figure 2 An example of S&F operation with full eNB only onboard
As shown in figure 2, a simple solution with minimal to none core network impact is to introduce a NAS message response delay procedure. The time delay information can be determined and provided to UE by the satellite eNB based on satellite revisit time in the UE’s service area.
The satellite eNB can reuse existing extended wait time in RRC release message to tell UE when it should initiate the next RRC connection to receive the downlink response data of either attach request or service request or TAU update request or MO data etc.
[bookmark: _Toc162439547][bookmark: _Toc162439673][bookmark: _Toc162439712][bookmark: _Toc162439721][bookmark: _Toc162440889][bookmark: _Toc162446264][bookmark: _Toc162511141][bookmark: _Toc162511581][bookmark: _Toc162939549][bookmark: _Toc163137905][bookmark: _Toc163157264]RAN2 should focus on a solution with minimal or no MME impact, e.g., only full eNB only onboard satellite with UL message response delay using similar to extendedWaitTime in RRC release message.
We think RAN2 first need to study several challenges of the store and forward solution with eNB only onboard satellite. For example,
1. Target use case
2. Expected attach delay (e.g., satellite revisit time)
3. same vs different satellites access
4. MT data delivery
5. UE mobility
6. CP solution and UP solution
7. AS security (e.g., Replay attack)
The target use case may be low traffic and delay tolerant service as per WID’s scope. But it is also good to clarify whether it is MO data only service or both MO data and MT call services. It also needs to be studied what is the expected satellite revisit time such that a NAS message would need to wait to confirm the success and receive response message. This could depend on how many satellites are available, for example, with multiple satellite access, the satellite revisit time can be reduced. Satellite revisit data from satellite operators can be taken into account. Based on the expected delay, UE’s behaviour on power saving for next paging monitoring schedule or next connection request schedule can be defined. It may be the case that the UE would have to stick to the same satellite for store and forward operation and selecting wrong satellite could result in loss downlink data. This should also be discussed whether/how UE can access different satellites at different instances of time.
It also has to be studied how paging and MT data delivery are handled without major MME impact. It is possible that UE may move out of the tracking area and paging would be missed or DL data in the last connected satellite could be lost while UE would be performing the TAU update procedure. RAN2 should also study whether only control place solution or only user plane solution or both can be supported. For UP solution, the satellite eNB would have to store UE’s context and it may be subject to retention policy, storage policy and ISL of satellites.
In addition, when eNB on board is storing downlink response or MT data for the UE, how it makes sure to deliver the data to the authenticated UE needs to be studied. This is because there can be replay attack for the RRC connection request.
[bookmark: _Toc162439039][bookmark: _Toc162439548][bookmark: _Toc162439674][bookmark: _Toc162439713][bookmark: _Toc162439722][bookmark: _Toc162440890][bookmark: _Toc162446265][bookmark: _Toc162511142][bookmark: _Toc162511582][bookmark: _Toc162939550][bookmark: _Toc163137906][bookmark: _Toc163157265]RAN2 first study several challenges of the store and forward solution with eNB only onboard satellite, and also identify impacts to other working groups, for example,
· [bookmark: _Toc162439040][bookmark: _Toc162439549][bookmark: _Toc162439675][bookmark: _Toc162439714][bookmark: _Toc162439723][bookmark: _Toc162440891][bookmark: _Toc162446266][bookmark: _Toc162511143][bookmark: _Toc162511583][bookmark: _Toc162939551][bookmark: _Toc163137907][bookmark: _Toc163157266]Target use case
· [bookmark: _Toc162439041][bookmark: _Toc162439550][bookmark: _Toc162439676][bookmark: _Toc162439715][bookmark: _Toc162439724][bookmark: _Toc162440892][bookmark: _Toc162446267][bookmark: _Toc162511144][bookmark: _Toc162511584][bookmark: _Toc162939552][bookmark: _Toc163137908][bookmark: _Toc163157267]Expected attach delay (e.g., satellite revisit time)
· [bookmark: _Toc162439042][bookmark: _Toc162439551][bookmark: _Toc162439677][bookmark: _Toc162439716][bookmark: _Toc162439725][bookmark: _Toc162440893][bookmark: _Toc162446268][bookmark: _Toc162511145][bookmark: _Toc162511585][bookmark: _Toc162939553][bookmark: _Toc163137909][bookmark: _Toc163157268]Same vs different satellites access
· [bookmark: _Toc162439043][bookmark: _Toc162439552][bookmark: _Toc162439678][bookmark: _Toc162439717][bookmark: _Toc162439726][bookmark: _Toc162440894][bookmark: _Toc162446269][bookmark: _Toc162511146][bookmark: _Toc162511586][bookmark: _Toc162939554][bookmark: _Toc163137910][bookmark: _Toc163157269]MT data delivery
· [bookmark: _Toc162439044][bookmark: _Toc162439553][bookmark: _Toc162439679][bookmark: _Toc162439718][bookmark: _Toc162439727][bookmark: _Toc162440895][bookmark: _Toc162446270][bookmark: _Toc162511147][bookmark: _Toc162511587][bookmark: _Toc162939555][bookmark: _Toc163137911][bookmark: _Toc163157270]UE mobility
· [bookmark: _Toc162439046][bookmark: _Toc162439555][bookmark: _Toc162439681][bookmark: _Toc162439720][bookmark: _Toc162439729][bookmark: _Toc162440896][bookmark: _Toc162446271][bookmark: _Toc162511148][bookmark: _Toc162511588][bookmark: _Toc162939556][bookmark: _Toc163137912][bookmark: _Toc162439045][bookmark: _Toc162439554][bookmark: _Toc162439680][bookmark: _Toc162439719][bookmark: _Toc162439728][bookmark: _Toc163157271]CP solution and UP solution
· [bookmark: _Toc162440897][bookmark: _Toc162446272][bookmark: _Toc162511149][bookmark: _Toc162511589][bookmark: _Toc162939557][bookmark: _Toc163137913][bookmark: _Toc163157272]Security (e.g., Replay attack)

3. Conclusion
Following Observation and proposal are made:
Observation 1.	RAN2 should focus on a solution with minimal or no MME impact, e.g., only full eNB only onboard satellite with UL message response delay using similar to extendedWaitTime in RRC release message.
Proposal 1	RAN2 first study several challenges of the store and forward solution with eNB only onboard satellite, and also identify impacts to other working groups, for example,
-	Target use case
-	Expected attach delay (e.g., satellite revisit time)
-	Same vs different satellites access
-	MT data delivery
-	UE mobility
-	CP solution and UP solution
-	Security (e.g., Replay attack)
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