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1. Introduction 
In RAN WID [1], following is the objective specified for the MBS broadcast.
[bookmark: _Hlk153358806]Support of regenerative payload [RAN3, RAN2, RAN4]
· Specify the support of gNB on board in TS 38.300
· Specify, if needed, any necessary enhancements related to the intra and inter-gNB mobility, especially for Xn interface over feeder link or over ISL. [RAN3]
· Note: if any additional necessary stage-3 specifications impact for e.g. NGAP is identified, RAN3 will handle it.
In this document, we discuss some potential items RSN2 may further need to discussion for the regenerative payload operation.
2. Discussion 
The WID objective has indicated the change in stage 2 description, however, we think RAN2 should also look into other features such as RA-SDT, satellite switch with resync and network verified UE location whether any essential and beneficial optimization may be needed.
Power consumption in RA-SDT
RRC_INACTIVE state and SDT are supported in NTN. In RA SDT, a small data is transmitted in Msg3 and network may want to send the UE back to RRC_INACTIVE via Msg4. However, before UE can be sent back to RRC_INACTIVE, the gNB on-board satellite needs to get DL response or any pending DL data from the AMF on the ground. This leads to feeder link RTT delay for gNB to provide the DL response data to UE.
[image: ]
Figure 1 RA-SDT procedure in regenerative payload architecture
As shown in figure 1, the gNB on-board may want to immediately send the contention resolution MAC CE while waiting for the response from the ground network. The purpose of doing this is to avoid the possibility of expiry of contention resolution timer. In this case, it certainly is not power efficient for UE to continuously monitor PDCCH unnecessarily after sending the HARQ feedback of the contention resolution MAC CE. Similar to delay to start contention resolution timer, the PDCCH for monitoring further RRC message can be delayed after sending HARQ feedback of the contention resolution MAC CE.
[bookmark: _Toc162700515][bookmark: _Toc162713401][bookmark: _Toc162714170][bookmark: _Toc162714216][bookmark: _Toc163143307]Similar to delay to start contention resolution timer, the PDCCH monitoring for further RRC message can be delayed after sending HARQ feedback of the contention resolution MAC CE.
Support of satellite switch with resynch
For transparent load and fixed cell scenario, this Rel-18 feature allows UE to switch satellite without L3 handover. In this case, the cell SSB, SIBs and UE’s RRC configuration remain same after switching the satellite.
[image: A diagram of a satellite

Description automatically generated]
Figure 2 gNB/UE context relocation between satellites
For regenerative payload case, when gNB is on board, satellite switch results in gNB switch. Then question is whether the satellite switch with resynch feature can be applicable to regenerative payload architecture. As shown in figure 2, it could be possible by network implementation given ideal ISL backhaul, however, soft switch may not possible due to switch time where the t-ServiceStart can be after the t-Service.
[bookmark: _Toc162700516][bookmark: _Toc162713402][bookmark: _Toc162714171][bookmark: _Toc162714217][bookmark: _Toc163143308]The satellite switch with resync feature may be supported in regenerative payload architecture.
Frequent handover disruption in network verified UE location solution
For transparent payload, RAN2 already discussed that the frequency satellite switch especially in moving cell scenarios can lead to longer delay for network verification due to frequency cell change. In regenerative payload architecture when full gNB is on board, this problem may be worse as now the old gNB will be out of reach.
[bookmark: _Toc162700517][bookmark: _Toc162713403][bookmark: _Toc162714172][bookmark: _Toc162714218][bookmark: _Toc163143309]In regenerative payload with full gNB on board, the delay to network verified UE location can be worse.
Based on the observation, we think RAN2 should discuss whether any existing features need any potential optimization or enhancements to be supported efficiently in regenerative payload architecture and update the WID, if needed.
Proposal 1 [bookmark: _Toc162700518][bookmark: _Toc162713404][bookmark: _Toc162714173][bookmark: _Toc162714219][bookmark: _Toc163143310]RAN2 discuss whether any existing features need any potential optimization or enhancements to be supported efficiently in regenerative payload architecture and update the WID, if needed.
3. Conclusion
Following observations and proposals are made.
Observation 1.	Similar to delay to start contention resolution timer, the PDCCH monitoring for further RRC message can be delayed after sending HARQ feedback of the contention resolution MAC CE.
Observation 2.	The satellite switch with resync feature may be supported in regenerative payload architecture.
Observation 3.	In regenerative payload with full gNB on board, the delay to network verified UE location can be worse.
Proposal 1	RAN2 discuss whether any existing features need any potential optimization or enhancements to be supported efficiently in regenerative payload architecture and update the WID, if needed.
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