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[bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]This paper discusses the general understanding of life cycle management (LCM) for UE-sided model for AIML over air interface. In this paper, the focus of the discussion are functionality identification, additional conditions and further reporting of applicable functionalities. 

Discussion
During the study item phase of AIML over air interface, the following aspects, including the definition of components and necessity, are studied in LCM:
-	Data collection
-	Model training
-	Functionality/model identification 
-	Model delivery/transfer
-	Model inference operation
-	Functionality/model selection, activation, deactivation, switching, and fallback operation.
-	Functionality/model monitoring
-	Model update
-	UE capability

Functionality identification 
As studied in SI of AIML over air interface and also captured within TR38.843, the LCM procedure is studied for the case that an AI/ML model has a model ID with associated information and/or for the case that a given functionality is provided by some AI/ML operations.
For AI/ML functionality identification and functionality-based LCM of UE-side models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
We think that the network should be able to organize the mapping table between the AIML functionality and one or a set of configuration of AI/ML-enabled Feature/FG based on the UE capability. Each mapping may be expressed by a particular AIML functionality ID. The AIML functionality ID can act as an index for such mapping table. Before the LCM procedure for AIML, we assume the UE is already aware of the rule for the mapping between AIML functionality ID and AIML functionality. From UE sided model perspective, the model may be transparent to the network, which means the network may just perform the life cycle management based on the granularity of AIML functionality, represented by a AIML functionality ID. For example, a typical LCM procedure may be functionality activation/deactivation based on a certain conditions. 
Proposal-1: For UE sided model, the AIML model can be transparent to the network. 
Proposal-2: The network performs the life cycle management based on the granularity of AIML functionality, represented by a AIML functionality ID.   

Additional conditions 
For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions, the following options was discussed during the study phase as potential approaches: 
-Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
-Model training at NW and transfer to UE, where the model has been trained under the additional condition
-Information and/or indication on NW-side additional conditions is provided to UE 
-Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
In our opinion, we did not see the need to specify the UE-side additional conditions for UE sided model, since if the UE can not apply the AIML functionality based on a certain model, the UE can just report the AIML functionality failure and may switch to non-AIML based functionality. Hence the UE-side additional conditions for UE sided model may be left to UE implementation. 
Proposal-3: the UE-side additional conditions for UE sided model may be left to UE implementation.
In addition, the network side additional conditions may be seen as part of the configuration the network needs to provide to the UE when providing the AIML functionality mapping table to the UE. In other words, when the network construct the configuration, the network side additional conditions should be considered. A certain AIML functionality should not activated when the network side additional conditions did meet.        
Proposal-4: the network side additional conditions for UE sided model can be sent to the UE when the AIML functionality mapping table is configured to the UE.

Further reporting of applicable functionalities
In RAN2#123 meeting, RAN2 discussed the applicable scenarios/conditions for a particular AIML algorithm for a certain use case. Meanwhile, RAN1#113 also discussed the need to study how to handle UE’s internal conditions such as memory, battery which may impact AI/ML operation. As a conclusion of the study for AIML, within TR38.843, it is said how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature is to be studied.  
Given that AI/ML models are expected to be more intensive as compared to legacy operation and may require dedicated UE hardware to optimise its operations, it seems natural to support handling UE internal conditions properly. While for the case of UE-based AI/ML operation, such kind of intervention can be performed locally at UE without any awareness of 3GPP network, for the case when AI/ML model operation is controlled by the network (e.g., activation/deactivation), it is beneficial to discuss how the UE can indicate its internal conditions to the network for optimal AI/ML operation. 
There are two types of indications from UE to network which can be supported for such application. 
In the first approach, the UE can indicate to the network its detailed status of memory size, battery level and other hardware limitations to the network like UE Assistance Information transmission. However, this may involve proprietary information disclosure of UE’s operation which may be undesirable. Further it is not clear how network would be able to ascertain based on the assistance information whether UE can run an AI/ML model/functionality as AI/ML operation footprint shall be UE implementation specific. 
For the second approach, the UE can indicate whether it can run an AI/ML functionality/model after gNB indicates an AI/ML model/functionality for configuration or activation. After receiving AI/ML information, the UE determines whether it can run the AI/ML model/functionality or not based on its internal conditions. If the UE determines that it is not able to run an AI/ML model/functionality, it can indicate that to the network about the restriction and can also provide a relevant cause value (e.g., memory limitation) which may allow the network to understand the reason for its AIML applicability failure. Such a procedure keeps implementation simple and efficient.
Proposal-5: Define an indication from the UE to the network to notify its inability to run a configured/activated AI/ML model/functionality due to the UE’s internal condition, with an appropriate cause value to identifying such failure.

Conclusion and Proposal
We have the following proposals:
Proposal-1: For UE sided model, the AIML model can be transparent to the network. 
Proposal-2: The network performs the life cycle management based on the granularity of AIML functionality, represented by a AIML functionality ID.
Proposal-3: the UE-side additional conditions for UE sided model may be left to UE implementation.
Proposal-4: the network side additional conditions for UE sided model can be sent to the UE when the AIML functionality mapping table is configured to the UE.
Proposal-5: Define an indication from the UE to the network to notify its inability to run a configured/activated AI/ML model/functionality due to the UE’s internal condition, with an appropriate cause value to identifying such failure.
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